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Preface
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Using Attributes to Improve Prediction Quality in Collaborative Filtering

Taek-Hun Kim and Sung-Bong Yang
Dept. of Computer Science, Yonsei University
Seoul, 120-749, Korea
{kimthun,yang}@cs.yonsei.ac.kr

Abstract. To save customers’ time and efforts in searching the goods in the Internet, a customized recommender system is required. It is very important for a recommender system to predict accurately by analyzing customer’s preferences. A recommender system utilizes in general an information filtering technique called collaborative filtering, which is based on the ratings of other customers who have similar preferences. Because a recommender system using collaborative filtering predicts customer’s preferences based only on the items without useful information on the attributes of each item, it may not give high quality recommendation consistently to the customers. In this paper we show that exploiting the attributes of each item improves prediction quality. We analyze the dataset and retrieve the preferences for the attributes because they have not been rated by customers explicitly. In the experiment the MovieLens dataset of the GroupLens Research Center has been used. The results on various experiments using several neighbor selection methods which are quite popular techniques for recommender systems show that the recommender systems using the attributes provide better prediction qualities than the systems without using the attribute information. Each of the systems using the attributes has improved the prediction quality more than 9%, compared with its counterpart. And the clustering-based recommender systems using the attributes can solve the very large-scale dataset problem without deteriorating prediction quality.

1 Introduction

Nowadays, customers spend so much time and efforts in finding the best suitable goods since more and more information is placed on-line. To save their time and efforts in searching the goods they want, a customized recommender system is required. A customized recommender system should predict the most suitable goods for customers by retrieving and analyzing their preferences. A recommender system utilizes in general an information filtering technique called collaborative filtering which is widely used for such recommender systems as Amazon.com and CDNow.com[1][2][3][4]. A recommender system using collaborative filtering, we call it CF, is based on the ratings of the customers who have similar preferences with respect to a given (test) customer.
CF calculates the similarity between the test customer and each of other customers who have rated the items that are already rated by the test customer. CF uses in general the Pearson correlation coefficient for calculating the similarity, but it assumes that there must exist at least one item which has already been rated by both the test customer and one of the other customers. A weak point of the “pure” CF is that it uses all other customers including “useless” customers as the neighbors of the test customer. Since CF is based on the ratings of the neighbors who have similar preferences, it is very important to select the neighbors properly to improve prediction quality. Another weak point of CF is that it never considers customer’s preferences on the attributes of each item.

There have been many investigations to select proper neighbors based on neighbor selection methods such as the \( k \)-nearest neighbor selection, the threshold-based neighbor selection, and the clustering-based neighbor selection. They are quite popular techniques for recommender systems[1][4][6][7][10]. These techniques then predict customer’s preferences for the items based on the results of the neighbors’ evaluation on the same items.

The recommender system with the clustering-based neighbor selection method is known to predict with worse accuracy than the systems with other neighbor selection methods, but it can solve the very large-scale problem in recommender systems. With millions of customers and items, a recommender system running existing algorithms will suffer serious scalability problem. So it is needed a new idea that can quickly produce high prediction quality, even for the very large-scale problem[8][10].

CF works quite well in general, because it is based on the ratings of other customers who have similar preferences. However, CF may not provide high quality recommendations for the test customer consistently, because it does not consider the attributes of each item and because it depends only on the ratings of other customers who rated the items that are already rated by the test customer. To improve prediction quality, CF needs reinforcements such as utilizing “useful” attributes of the items and using a more refined neighbor selection method. Item attributes mean its originality of the item it holds which differs from the others. In general, they can be obtained through the properties of the goods in real world.

In this paper we show that exploiting the attributes of each item improves prediction quality. We analyze the dataset and retrieve the preferences for the attributes, because they have not been rated by the customers explicitly. In the experiment the MovieLens dataset of the GroupLens Research Center has been used[11]. The dataset consists of 100,000 preferences for 1,682 movies rated by 943 customers explicitly.

We show the impact of utilizing the attributes information on the prediction qualities through various experiments. The experimental results show that the recommender systems using the attribute information provide better prediction qualities than other methods that do not utilize the attributes. Each of the systems using the attributes has improved the prediction quality more than 9%, compared with its counterpart. And besides the clustering-based CF using the
attributes can solve the very large-scale problem without deteriorating prediction quality.

The rest of this paper is organized as follows. Section 2 describes briefly CF and several neighbor selection methods. Section 3 illustrates how to utilize the attributes of items for recommender systems in detail. In Section 4, the experimental results are presented. Finally, the conclusions are given in Section 5.

2 Collaborative Filtering and Neighbor Selection Methods

CF recommends items through building the profiles of the customers from their preferences for each item. In CF, preferences are represented generally as numeric values which are rated by the customers. Predicting the preference for a certain item that is new to the test customer is based on the ratings of other customers for the “target” item. Therefore, it is very important to find a set of customers, called neighbors, with more similar preferences to the test customer for better prediction quality.

In CF, Equation (1) is used to predict the preference of a customer. Note that in the following equation \( w_{a,k} \) is the Pearson correlation coefficient as in Equation (2) [2][3][4][6][8].

\[
P_{a,i} = \overline{r}_a + \frac{\sum_k \{ w_{a,k} \times (r_{k,i} - \overline{r}_k) \}}{\sum_k | w_{a,k} |} .
\]

\[
w_{a,k} = \frac{\sum_j (r_{a,j} - \overline{r}_a)(r_{k,j} - \overline{r}_k)}{\sqrt{\sum_j (r_{a,j} - \overline{r}_a)^2 \sum_j (r_{k,j} - \overline{r}_k)^2}} .
\]

In the above equations \( P_{a,i} \) is the preference of customer \( a \) with respect to item \( i \). \( \overline{r}_a \) and \( \overline{r}_k \) are the averages of customer \( a \)’s ratings and customer \( k \)’s ratings, respectively. \( r_{k,i} \) and \( r_{k,j} \) are customer \( k \)’s ratings for items \( i \) and \( j \), respectively, and \( r_{a,j} \) is customer \( a \)’s rating for item \( j \).

If customers \( a \) and \( k \) have similar ratings for an item, \( w_{a,k} > 0 \). We denote \( | w_{a,k} | \) to indicate how much customer \( a \) tends to agree with customer \( k \) on the items that both customers have already rated. In this case, customer \( a \) is a “positive” neighbor with respect to customer \( k \), and vice versa. If they have opposite ratings for an item, then \( w_{a,k} < 0 \). Similarly, customer \( a \) is a “negative” neighbor with respect to customer \( k \), and vice versa. In this case \( | w_{a,k} | \) indicates how much they tend to disagree on the item that both again have already rated. Hence, if they don’t correlate each other, then \( w_{a,k} = 0 \). Note that \( w_{a,k} \) can be in between -1 and 1 inclusive.

Although CF can be regarded as a good choice for a recommender system, there is still much more room for improvement in prediction quality. To do so,
CF needs reinforcements such as utilizing “useful” attributes of the items as well as a more refined neighbor selection. In the rest of this section we describe several neighbor selection methods.

2.1 The $k$-Nearest Neighbor Selection

The $k$-nearest neighbor method selects the nearest $k$ neighbors who have similar preferences to the test customer by computing the similarities based on their preferences. It only uses the $k$ neighbors who have higher correlation with the test customer than others, while CF suffers from considering all the customers in the input dataset for calculating the preference of the test customer. Thus CF should even consider some customers who may give bad influences on prediction quality. It has been shown in several investigations that the recommender system with the $k$-nearest neighbor selection method has better quality of prediction than the “pure” CF[1][4][6].

2.2 The Threshold-Based Neighbor Selection

The threshold-based neighbor selection method selects the neighbors who belong to a certain range with respect to the similarities of the preferences. Contrary to the $k$-nearest neighbor selection method, the number of neighbors selected by this method varies, because it selects neighbors according to a certain threshold value $\tau$.

In the recommender system with the threshold-based neighbor selection, the positive neighbors whose correlations to the test customer are greater than and equal to $\tau$ are selected as the neighbors[6]. However, it is also needed that we include the “negative” neighbors whose correlations to the test customer are less than and equal to $\tau$, because they could contribute toward the better neighbor selection for the test customer as they provide negative “opinions” to the test customer. It is obvious that selecting only negative neighbors results in worse prediction qualities than the case in which only positive neighbors are selected, intuitively.

2.3 The Clustering-Based Neighbor Selection

The $k$-means clustering method creates $k$ clusters each of which consists of the customers who have similar preferences among themselves. In this method we first select $k$ customers arbitrarily as the initial center points of the $k$ clusters, respectively. Then each customer is assigned to a cluster in such a way that the distance between the customer and the center of a cluster is minimized. The distance is calculated using the Euclidean distance, that is, a square root of the element-wise square of the difference between the customer and each center point. The Pearson correlation coefficient can be substituted for the Euclidean distance.

We then calculate the mean of each cluster based on the customers who currently belong to the cluster. The mean is now considered as the new center of
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3 Using Attributes to Improve Prediction Quality

In order to utilize the attributes of the items in the process of prediction, we consider a matrix of items-attributes for a customer as in Fig. 1. This figure shows the information of the items-attributes for customer \( a \). In this figure \( r_{a,i} \) denotes customer \( a \)'s rating for item \( i \). Note that \( r_{a,i} \in \{-,1,2,3,4,5\} \), where ‘-’ indicates “no rating”. An item may have an arbitrary combination among \( j \) attribute values as its attribute values; \( \text{Attribute}(i) \subset \{1, 2, 3, \ldots, j\} \). Note that \( \text{Attribute}(i) \neq \emptyset \). And \( A^a_{i,j} \in \{0, 1\} \).

\[
\begin{align*}
P_{a,i} &= A(r_{a,i}) + \sum_{k} \left\{ w_{a,k} \times (r_{k,i} - A(r_{k,i})) \right\} \\
A(r_{a,i}) &= \frac{\sum \{ A^a_{i,j} \times r_{a,j} \}}{N_{a,i}}, \quad r_{a,j} = \frac{\sum \{ A^a_{i,j} \times r_{a,i} \}}{M_{a,j}}.
\end{align*}
\]
We propose Equation (3) as a new prediction formula in order to predict customer’s preferences. In this equation, $A(r_{a,i})$ and $A(r_{k,i})$ in Equations (4) and (5) are the averages of customer $a$ and $k$’s attribute values, respectively. In each equation, $N_{a,i}$ and $N_{k,i}$ is the number of “valid” attributes for item $i$ and $M_{a,j}$ and $M_{k,j}$ is the number of “valid” items that has attribute $j$ for a customer, respectively. The valid attribute means $A_{a,i,j} = 1$ and $A_{k,i,j} = 1$ and the valid item means $r_{a,i}$ and $r_{k,i}$ is not “-”, respectively. All other terms in the above equations are the same terms defined for the previous equations.

There are a lot of items which have different attributes for the item for new prediction. Therefore, if we retrieve the attributes of the items more accurately and use them to the prediction process with Equation (3), then we can get more accurate prediction quality than the case without considering the attributes.

4 Experimental Results

4.1 Experiment Environment

In order to evaluate the prediction accuracy of the proposed recommendation system, we used the MovieLens dataset of the GroupLens Research Center [11]. The dataset consists of 100,000 preferences for 1,682 movies rated by 943 customers explicitly. The customer preferences are represented as numeric values from 1 to 5 at an interval of 1, that is, 1, 2, 3, 4, and 5. A higher value means higher preference. In the MovieLens dataset, one of the valuable attributes of an item is “the genre” of a movie. There are nineteen different genres as shown in Table 1.

<table>
<thead>
<tr>
<th>Unknown</th>
<th>Action</th>
<th>Adventure</th>
<th>Animation</th>
<th>Children’s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comedy</td>
<td>Crime</td>
<td>Documentary</td>
<td>Drama</td>
<td>Fantasy</td>
</tr>
<tr>
<td>Film-Noir</td>
<td>Horror</td>
<td>Musical</td>
<td>Mystery</td>
<td>Romance</td>
</tr>
<tr>
<td>Sci-Fi</td>
<td>Thriller</td>
<td>War</td>
<td>Western</td>
<td></td>
</tr>
</tbody>
</table>

For the experiment, we have chosen randomly 10% of customers out of all the customers in the dataset as the test customers. The rest of the customers are regarded as the training customers. For each test customer, we chose ten movies randomly that are actually rated by the test customer as the test movies. The final experimental results are averaged over the results of five different test sets for a statistical significance.
Using Attributes to Improve Prediction Quality in Collaborative Filtering

4.2 Experimental Metrics

One of the statistical prediction accuracy metrics for evaluating a recommender system is the mean absolute error (MAE). MAE is the mean of the errors of the actual customer ratings against the predicted ratings in an individual prediction [1][6][7][8]. MAE can be computed with Equation (6). In the equation, \( N \) is the total number of predictions and \( \varepsilon_i \) is the error between the predicted rating and the actual rating for item \( i \). The lower MAE is, the more accurate prediction with respect to the numerical ratings of customers we get.

\[
| E | = \frac{\sum_{i=0}^{N} | \varepsilon_i |}{N}.
\]

4.3 Experimental Results

We compared the recommendation systems using the attribute information with those without using them. We have implemented three recommender systems each of which uses different neighbor selection method. The first system is CF with the \( k \)-nearest neighbor selection method (KNCF). The second system is CF with the threshold-based neighbor selection (TNCF). The third one is CF with the \( k \)-means clustering (KMCF).

For TNCF, three different systems have implemented. The first system is TNCF with positive neighbors (TNCF_\( P \)). The second one is TNCF with negative neighbors (TNCF_\( N \)). And the last one is TNCF with both positive and negative neighbors (TNCF_\( A \)).

For KMCF, we also have two different settings. One is KMCF with the Euclidean distance as a distance (KMCF_\( E \)). And the other is KMCF with the Pearson correlation coefficient as a distance (KMCF_\( C \)).

The experimental results are shown in Table 2. We determined the parameters which gave us the smallest MAE through various experiments. The value of \( k \) for KNCF is the number of neighbors with \( k \) highest correlation. Among the parameters in TNCF, positive and negative values denote that the \( \tau \) values for the Pearson correlation coefficients. For example, if the positive vale is 0.2 and the negative value is -0.1, then we select a neighbor whose similarity is either smaller than and equal to -0.1 or larger than and equal to 0.2. If there is a single parameter, then we select neighbors whose similarities with respect to the value only. And the last the value of \( k \) for KMCF is the number of clusters.

As shown in Table 2, each system has been tested both with and without utilizing the attributes. The results in the table show that the systems using the attributes outperform those without considering them. The prediction accuracy improvement ratio of each system using the attributes to the one without considering them is more than 9% except for the clustering systems, KMCF_\( E \) and KMCF_\( C \).

Table 3 shows four cases of combination according to whether Equation (4) or (5) is applied to Equation (3) or not. If Equation (4) or (5) is not used,
Table 2. The experimental results

<table>
<thead>
<tr>
<th>Recommender systems</th>
<th>MAE’s</th>
<th>Parameters</th>
<th>Attributes</th>
<th>Improvement ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNCF</td>
<td>0.686170</td>
<td>$k=130$</td>
<td>Used</td>
<td>9.86%</td>
</tr>
<tr>
<td></td>
<td>0.761210</td>
<td>$k=120$</td>
<td>Not used</td>
<td></td>
</tr>
<tr>
<td>TNCF_P</td>
<td>0.689162</td>
<td>$\tau=0.2$</td>
<td>Used</td>
<td>9.41%</td>
</tr>
<tr>
<td></td>
<td>0.760716</td>
<td>$\tau=0.2$</td>
<td>Not used</td>
<td></td>
</tr>
<tr>
<td>TNCF_N</td>
<td>0.745659</td>
<td>$\tau=-1.0$</td>
<td>Used</td>
<td>11.02%</td>
</tr>
<tr>
<td></td>
<td>0.838030</td>
<td>$\tau=-1.0$</td>
<td>Not used</td>
<td></td>
</tr>
<tr>
<td>TNCF_A</td>
<td>0.681760</td>
<td>$\tau=(0.2,-0.1)$</td>
<td>Used</td>
<td>9.66%</td>
</tr>
<tr>
<td></td>
<td>0.754619</td>
<td>$\tau=(0.2,-0.1)$</td>
<td>Not used</td>
<td></td>
</tr>
<tr>
<td>KMCF_E</td>
<td>0.744384</td>
<td>$k=2$</td>
<td>Used</td>
<td>3.88%</td>
</tr>
<tr>
<td></td>
<td>0.774412</td>
<td>$k=2$</td>
<td>Not used</td>
<td></td>
</tr>
<tr>
<td>KMCF_C</td>
<td>0.729218</td>
<td>$k=2$</td>
<td>Used</td>
<td>4.41%</td>
</tr>
<tr>
<td></td>
<td>0.762834</td>
<td>$k=2$</td>
<td>Not used</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. The usage of the attributes in prediction

<table>
<thead>
<tr>
<th>Cases</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Used equations</td>
<td>(4) and (5)</td>
<td>(4) only</td>
<td>(5) only</td>
<td>none</td>
</tr>
</tbody>
</table>

then the item corresponded to Equation (1) is substituted. Table 4 shows the experimental results on these cases.

The experimental results in Table 4 show us that the prediction with case A that the attributes are applied to both the test customer and the neighbors, provides the best prediction accuracy in KNCF and TNCF. And in these methods the prediction with case B also has as good prediction quality as the prediction with case A. On the other hand KMCF provides the best prediction when we use the case B in both KMCF_E and KMCF_C. The prediction accuracy improvement ratio of KMCF with case B to the case D is more than 9%.

In the results we found the TNCF_A (case A) is the best prediction quality among others. And we can see the fact that the prediction with case A through C provides more prediction accuracy than the one with case D which never considers the attributes of an item. And the last the KMCF_C (case B) provides as good as TNCF_A in prediction quality. This fact means that the clustering-based CF can solve the very large-scale problem without deteriorating prediction quality.

5 Conclusions

It is very crucial for a recommender system to have a capability of making accurate prediction by retrieving and analyzing of customer’s preferences. Collaborative filtering is widely used for recommender systems. Hence various efforts to overcome its drawbacks have been made to improve prediction quality.

It is important to select neighbors properly in order to make up the weak points in collaborative filtering and to improve prediction quality. In this paper
Table 4. The experimental results (for four cases)

<table>
<thead>
<tr>
<th>Methods</th>
<th>MAE</th>
<th>Parameters</th>
<th>Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNCF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.686170</td>
<td>(k=130)</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>0.692809</td>
<td>(k=200)</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>0.767625</td>
<td>(k=120)</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>0.761210</td>
<td>(k=120)</td>
<td>D</td>
</tr>
<tr>
<td>TNCF_P</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.689162</td>
<td>(\tau=0.2)</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>0.696775</td>
<td>(\tau=0.2)</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>0.767223</td>
<td>(\tau=0.2)</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>0.760716</td>
<td>(\tau=0.2)</td>
<td>D</td>
</tr>
<tr>
<td>TNCF_N</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.745659</td>
<td>(\tau=-1.0)</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>0.745667</td>
<td>(\tau=-1.0)</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>0.838022</td>
<td>(\tau=-1.0)</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>0.838030</td>
<td>(\tau=-1.0)</td>
<td>D</td>
</tr>
<tr>
<td>TNCF_A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.681760</td>
<td>((0.2, -0.1))</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>0.687949</td>
<td>((0.2, -0.1))</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>0.761572</td>
<td>((0.2, -0.1))</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>0.754619</td>
<td>((0.2, -0.1))</td>
<td>D</td>
</tr>
<tr>
<td>KMCF_E</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.744384</td>
<td>(k=2)</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>0.704240</td>
<td>(k=2)</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>0.811596</td>
<td>(k=2)</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>0.774412</td>
<td>(k=2)</td>
<td>D</td>
</tr>
<tr>
<td>KMCF_C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.729218</td>
<td>(k=2)</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>0.692414</td>
<td>(k=2)</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>0.796347</td>
<td>(k=2)</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>0.762834</td>
<td>(k=2)</td>
<td>D</td>
</tr>
</tbody>
</table>

we showed that the recommender systems that exploit the attributes of each item indeed improve prediction qualities. The experimental results show the recommender systems have improved the prediction qualities more than 9%. And besides the clustering-based CF using the attributes can solve the large-scale problem without deteriorating prediction quality.

Acknowledgements

We thank the GroupLens Research Center for permitting us to use the MovieLens dataset. This work was supported by the Korea Sanhak Foundation and the Brain Korea 21 Project in 2004.

References


Using Association Analysis of Web Data in Recommender Systems

María N. Moreno, Francisco J. García, M. José Polo, and Vivian F. López

Dept. Informática y Automática, University of Salamanca, Salamanca. Spain
mmg@usal.es

Abstract. The numerous web sites existing nowadays make available more information than a user can manage. Thus, an essential requirement of current web applications is to provide users with instruments for personalized selective retrieval of web information. In this paper, a procedure for making personalized recommendations is proposed. The method is based on building a predictive model from an association model of Web data. It uses a set of association rules generated by a data mining algorithm that discovers knowledge in an incremental way. These rules provide models with relevant patterns that minimize the recommendation errors.

1 Introduction

A critical issue of modern Web applications is the incorporation of mechanisms for personalized selective retrieval of Web information. In the e-commerce environment, this is a way of increasing customer satisfaction and taking positions in the competitive market of the electronic business activities. Traditional, not electronic, companies usually improve their competitiveness by means of business intelligence strategies supported by techniques like data mining. Data mining algorithms find consumers’ profiles and purchase patterns in the corporate databases that can be used for effective marketing and, in general, for business decision making. In the field of the e-commerce these procedures can also be applied but they have been extended to deal with problems of the web systems, such as information overload [3]. The incorporation of efficient personalization methods in these applications contributes to avoiding this problem and therefore, increases business benefits. The aim is to take advantage of the information obtained from customers’ accesses in order to be able to make recommendations for a given customer about products that could be among his preferences.

Two types of error can appear in poor recommender systems: false negatives, which are products that are not recommended, though the customer would like them, and false positives, which are products that are recommended, though the customer does not like them [4]. False positive errors are less accepted by the clients than the false negative ones, therefore they are the most influential in the customer churn phenomenon. Data mining techniques contribute to the development of efficient personalized recommender systems by finding customers characteristics that increase the probability of making right recommendations. Data mining problems can be resolved by employing supervised and unsupervised algorithms. Unsupervised algorithms are usually used in knowledge discovery modeling, but they can be successfully used for
predictive tasks in classification problems. The process of applying data mining techniques on web data is known as web mining. There are three categories: Web content mining, Web structure mining and Web usage mining. Web content mining is the process of discovering useful information on Web contents (text, image, audio, video, etc.). Web structure mining is based on the hyperlinks’ structure of Web pages. Web usage mining aims to find interesting patterns, such as user profiles, from user logs [2].

Web mining tasks can be carried out automatically by means of software agents. The use of agents in web applications is widely extended, mainly in search engines and e-commerce environments, where they play diverse roles. The dynamic search of relevant information is one of the major roles [10] [2] [9]. Their autonomy, learning capability and the possibility of working in cooperation with other agents are suitable properties for their use in the personalization of web systems by means of data mining techniques. We have used them in an e-commerce intermediary site architecture [5], and we are now focused in its personalization aspect.

In this work, we present a web mining method for making recommendations based on the predictive use of an association rules’ model that relates user and product attributes. Most of the existing association algorithms have the drawbacks that they discover too many patterns which are either obvious or irrelevant and, sometimes, contradictions between rules appear. We propose a refinement method in order to obtain stronger rules that reinforce the relation between items. An architecture of intelligent agents is suggested for systems implementing the method; one of the agents is in charge of doing data mining tasks, generating the associative models used in the recommendations. As products, customers and preferences change with time, models must be frequently modified. The cooperation between the system agents allows the automatic updating and the fitting of the recommendations to the new models. Our proposal should provide recommender systems with more relevant patterns that minimize the recommendation errors. The main contributions of this work are discussed in the section of results and also in the conclusions.

The next sections of the paper are outlined as follows. Section 2 summarizes research related to recommender systems. In section 3.1 the association analysis foundations and the proposed refinement algorithm are described. The proposed recommender system is presented in section 3.2. Section 4 includes the experimental study and results. Finally, we present the conclusions and future work.

2 Related Work

Recommender systems are used to increase sales by offering a selection of products or services a consumer is likely to be interested in. There are two main categories of recommendation methods: collaborative filtering and a content-based approach [8]. The first technique was originally based on nearest neighbor algorithms, which predict product preferences for a user, based on the opinions of other users. The opinions can be obtained explicitly from the users as a rating score or by using some implicit measures from purchase records such as timing logs [18]. In the content based approach text documents are recommended by comparing their contents and user profiles [8]. The lack of mechanisms to manage Web objects such as motion pictures, images or music constitutes the main weakness of this approach in the e-commerce application area. Besides, it is very difficult to handle the big number of attributes
obtained from the product contents. Collaborative filtering also has limitations in the e-commerce environment. Rating schemes can only be applied to homogeneous domain information. Besides, sparsity and scalability are serious weaknesses which would lead to poor recommendations [4]. Sparsity is due to the number of ratings needed for prediction is greater than the number of the ratings obtained because usually collaborative filtering requires user explicit expression of personal preferences for products. The second limitation is related to performance problems in the search for neighbors.

In the last years many recommender systems based on the last approach have been developed. The GroupLens research system [7], Ringo [18] and Video Recommender [6] are three examples based on this approach. The usual technique used in these systems is based on correlation coefficients. The method requires user ratings about different recommendable objects. Correlation coefficients showing similarities between users are computed from the ratings. Then, recommendations based on these coefficients can be made. The procedure presents the sparsity problem and the first-rater problem that takes place when new products are introduced [7].

There are two approaches for collaborative filtering, memory-based (user-based) and model-based (item-based) algorithms. Memory-based algorithms, also known as nearest-neighbor methods, were the earliest used [18]. They treat all user items by means of statistical techniques in order to find users with similar preferences (neighbors). The prediction of preferences (recommendation) for the active user is based on the neighborhood features. A weighted average of the product ratings of the nearest neighbors is taken for this purpose. The advantage of these algorithms is the quick incorporation of the most recent information, but they have the inconvenience that the search for neighbors in large databases is slow [19].

Data mining technologies, such as Bayesian networks, clustering and association rules, have also been applied to recommender systems. Model-based collaborative filtering algorithms use these methods in the development of a model of user ratings. This recent approach was introduced to reduce the sparsity problem and to get better recommender systems.

The Bayesian network analysis is a technique that formulates a probabilistic model for collaborative filtering problem. The underlying structure used for classification is a decision tree representing user information. The predictive model is built off-line by a machine learning process and used after to do recommendations to the active users. The process is fast and simple and this is very suitable for systems in which consumer preferences change slowly with respect to the time needed to build the model [19].

In a recent work [3], the authors propose the use of methods from both categories in order to avoid the commented problems. The support vector machine (SVM) memory-based technique is used for content-based recommendations, and the latent class model (LCM), that is a model-based approach, is used for collaborative recommendation.

Rule-based approaches have also been applied to overcome problems that personalized systems have [8]. The data should be processed before generating the rules. In [4] a recommendation methodology that combines both data mining techniques is proposed. First a decision tree induction technique is used in the selection of target customers. Later, association rules are generated and used for discovering associations between products.
Clustering techniques identify groups of users who appear to have similar preferences. Predictions are based on the user participation degree in the clusters. These techniques are not very accurate and they can be useful in a preliminary exploration of the data.

A graphical technique that has yielded better results than nearest neighbors is horting [21]. Nodes in the graph represent users and edges between nodes indicate degree of similarity between users. Prediction is produced by walking the graph to nearby nodes and combining the opinions of the nearby users.

The algorithm of nearest neighbors has also been applied in combination with data mining techniques. Lee et al. [8] create a user profile that is effective within a specific domain by using a nearest neighborhood-based method. They expand the traditional method to find profiles valid over all the domains. For each user, neighbors’ transaction information is used to generate Web object association rules.

The main advantage of Web mining methods is that they allow avoiding the problems associated with traditional collaborative filtering techniques [12].

Our proposal is a different model-based approach that deals with the case of new users in which an initial user profile is not available. We apply an association rule algorithm in order to find initial patterns. Rating and users information is used in the rule generation procedure. We use other users’ attributes to refine the rules and obtain specific rules that consider the particularities of each user. The algorithm drives the refinement procedure for obtaining the most useful rules for the desired objective (recommendation of products).

3 Making Personalized Recommendations

The recommendation procedure is based on searching the user profile in order to personalize the recommendations for him/her. The profiles are given by a set of refined association rules that relate information about products preferences and user attributes. The procedure for obtaining them is explained below.

3.1 Generating and Refining Association Rules

Mining association rules from data is mostly used for finding purchase patterns in commercial environments. Algorithms for discovering rules, such as “Apriori”, the first to be introduced [1], are not complex; however, they usually generate a large number of rules, even restricting them with high values of support and confidence. In this work, we present a refinement algorithm that reduces the number of association rules generated and produces the best rules considering their purpose, which is, in our case, product recommendation. The refinement process is based on the concept of unexpectedness. The foundations of association rules and unexpectedness [16] are introduced below.

Consider the set of N transactions $D = \{T_1, T_2, \ldots, T_N\}$ over the relation schema $\{i_1, i_2, \ldots, i_m\}$ consisting on a set of discrete attributes. Also, let an atomic condition be a proposition of the form $value_1 \leq attribute \leq value_2$ for ordered attributes and $attribute = value$ for unordered attributes where $value, value_1$ and $value_2$ belong to the set of distinct values taken by attribute in $D$. In [16] rules are defined as extended
association rules of the form $X \rightarrow A$, where $X$ is the conjunction of atomic conditions (an itemset) and $A$ is an atomic condition. The Rules’ strength and applicability is given by the factors: Confidence or predictability. A rule has confidence $c$ if $c\%$ of the transactions in $D$ that contain $X$ also contain $A$. A rule is said to hold on a dataset $D$ if the confidence of the rule is greater than a user-specified threshold value chosen to be any value greater than 0.5. Support or prevalence. The rule has support $s$ in $D$ if $s\%$ of the transactions in $D$ contain both $X$ and $A$. Expected predictability. This is the frequency of occurrence of the item $A$. So the difference between expected predictability and predictability is a measure of the change in predictive power due to the presence of $X$ [3].

In [15] the initial rules are a set of beliefs that come from domain knowledge. A rule $A \rightarrow B$ is defined to be unexpected with respect to the rule $X \rightarrow Y$ on the database $D$ if the following conditions hold:

- $B$ and $Y$ logically contradict each other ($B \land Y \Rightarrow \text{FALSE}$);
- $A \land X$ holds on a ‘‘large’’ subset of tuples in $D$;
- The rule $A, X \rightarrow B$ holds.

For example, an initial rule $X \rightarrow Y$ is that women like comedy movies (women $\rightarrow$ comedy). The rule scientist $\rightarrow$ documentary ($A \rightarrow B$) is unexpected with respect to the initial rule if the above conditions hold.

The concept of unexpectedness is the basis of the proposed algorithm. The procedure also uses the best attributes for classification in order to find the more suitable rules for the purpose of recommendation. As a result, a small set of appropriate and highly confident rules that relate user data and product attributes is produced. It constitutes a very simple model for recommending products.

In this work, we are using a discovery-knowledge technique for solving a classification problem. We aim to build a model that relates some user attributes with product attributes in order to make recommendations of products. Thus, either the product or the category of products can be considered as the class label. The label attribute is the target of prediction in classification problems. Importance of columns is a technique that determines how important various attributes (columns) are in discriminating the different values of the label attribute [11]. A measure called purity (a number from 0 to 100) informs about how well the columns discriminate the classes (different values of the label attribute). It is based on the amount of information (entropy) that the column (attribute) provides. We use this technique for finding the best attributes used in the refinement algorithm.

The algorithm requires generating initial beliefs and unexpected patterns. In [15] the beliefs can either be obtained from the decision maker or induced from the data using machine learning methods. In our case, those beliefs were generated from the entire database by an association rule algorithm [11]. In an earlier work [14] we found that the use of refined rules for prediction in the projects’ management area improved the results obtained with supervised techniques [13]. The recommender procedure proposed in this paper follows the approach of using good attributes for classification in a rules’ refinement algorithm which works with Web usage data. We start with a set of beliefs which relate items. Then we search for unexpected patterns that could help us to increase the confidence or to solve ambiguities or inconsistencies between the rules representing the beliefs.
The refinement process used for software size estimation [14] has been modified in order to adapt it to Web data, which are mostly discrete. The steps to be taken are described below:

1. Obtain the best attributes for classification and create the sequence: \( \text{seqA} = \langle A_k \rangle \), \( k = 1 \ldots t \) (\( t \): number of attributes). The attributes in the sequence are ordered from greater to lesser purity.

2. The values of the attribute \( A_k \) are represented as \( \{ V_{k,l} \} \), \( l = 1 \ldots m \) (\( m \): number of different values).

3. Set \( k = 1 \) and establish the minimal confidence \( c_{\text{min}} \) and minimal support \( s_{\text{min}} \).

4. Generate initial beliefs with confidence \( c \geq c_{\text{min}} \) and support \( s \geq s_{\text{min}} \).

5. Select beliefs with confidence near \( c_{\text{min}} \) or with conflicts between each other:

   Let \( X_i \rightarrow Y_i \) and \( X_j \rightarrow Y_j \) be two beliefs, \( R_i \) and \( R_j \) respectively. There is a conflict between \( R_i \) and \( R_j \) if \( X_i = X_j \) and \( Y_i \neq Y_j \).

6. With the selected beliefs create the rule set \( \text{setR} = \{ R_i \} \), \( i = 1 \ldots n \) (\( n \): number of selected beliefs)

7. For all beliefs \( R_i \in \text{setR} \) do:
   
   7.1. Use the values \( \{ V_{k,l} \} \) of the attribute \( A_k \) for generating unexpected pattern fulfilling conditions of unexpectedness and confidence \( \geq c_{\text{min}} \). The form of the patterns is: \( V_{k,l} \rightarrow B \).
   
   7.2. Refine the beliefs by searching for rules \( R' \) like:

   \( X_i, V_{k,l} \rightarrow B \)
   
   \( X_i, \neg V_{k,l} \rightarrow Y_i \)

   7.3. Let \( \text{setR}' \) be the set of refined rules, then the beliefs refined in step 7.2 should be added to it:

   \( \text{setR}' = \text{setR}' \cup \{ R'_u \} \), \( u = 1 \ldots f \) (\( f \): number of refined rules obtained in the iteration \( i \)).

8. Set \( k = k + 1 \) and \( \text{setR} = \text{setR}' \).

9. Repeat steps 7 and 8 until no more unexpected patterns can be found.

A positive aspect of this approach is the incremental knowledge discovery by using good attributes for classification progressively. Other methods for association rules mining take all available attributes. Thus, a great set of rules is generated, which is pruned later without considering classification criteria. Our algorithm simplifies the process of patterns selection and generates the best rules for the predictive purpose of recommending products.

### 3.2 Recommender System

The main objective of this proposal is to provide a simple procedure, which contribute to avoid the problems of the recommender systems, mentioned previously.

Firstly, we build the associative model that will be used for making the recommendations. In order to reduce the number of association rules generated and to obtain rules applicable to a wide range of customers, a list of the best rated products is generated. A minimum threshold value of the ratings was established for selecting the
products. Afterward, the association rules are generated from the list. The recommendations are based on the patterns obtained. The initial rules are refined by means of an algorithm described in the section 3.1 in order to obtain strong patterns that contribute to avoid the false positive errors. The refined rules, which relate product attributes with user attributes and preferences, represent customer profiles. They are used for building a predictive model that finds interesting products for a given customer with a specific profile. Recommendation for new users can be made by checking their characteristics. The procedure allows the recommendation of new products whose characteristics belong to the user profile. New products with new characteristics are always recommended. This is the way to deal with the first-rater problem. The information about new products and new users provides feedback to the system. New association models are built periodically from the new information.

The system architecture contains three main agents that take charge of interacting with the user, managing the information and generating the recommender models. Their cooperation in the recommendation scenario is shown in figure 1. The data mining agent applies the proposed algorithm for generating association rules’ model, which is composed by rules at different levels of refinement. This agent uses the information provided by the data management agent periodically. The recommen-
tion agent transforms the associative model in a predictive model. It receives the requests from the users, takes their profiles and uses the predictive model for making the personalized recommendations. The most refined rules are used in the first instance. If the user has a profile coincident with the antecedent part of the rule, the preferential recommendation is constituted by products that satisfy the consequent part. If there are not rules that match the profile, previous level of refinement is used, and so forth. These levels are also used for secondary recommendations. The problem of finding more than one rule matching the profile is solved by taking the more confident rule for preferential recommendation. The data management agent collects and manages the storage of the information about new user preferences and new products. It is connected with the data mining agent to provide the data that are used periodically in the generation of new models.

4 Experimental Study

MovieLens data sets, collected by the GroupLens Research Project at the University of Minnesota, were used in the experimental study. The database contains user demographic information and user rating about movies, collected through the MovieLens Web site (movielens.umn.edu) during a seven-month period. All movies belong to 18 different genres. User ratings were recorded on a numeric five point scale. Users who had less than 20 ratings or did not have complete demographic information were removed from the data set. It consists of 100,000 ratings (1-5) from 943 users on 1682 movies (each user has rated at least 20 movies).

Initially, the rating information was used to extract the best valued movies. Association rules were produced by taking the records with a rate value greater than 2. Before generating rules, we obtain the best attributes for discriminating the GENRE label. The attributes found by means of the Mineset tool [11] were OCCUPATION, AGE, and GENDER. These attributes were used in the refinement of the association rules. Thus, the initial beliefs in our case are rules that relate GENRE-TIME STAMP” with the user’s occupation. Time stamp is the time that the user spent in a product; it is another way of rating the products. Refined rules use the next “best attribute”, AGE, combined with the first, OCCUPATION. Figures 2 and 3 are graphical representations provided by mineset tool of first and refined rules respectively on a grid landscape with left-hand side (LHS) items on one axis (genre-time stamp), and right-hand side (RHS) items on the other (user attributes). Attributes of a rule (LHS → RHS) are displayed at the junction of its LHS and RHS item. The display includes bars, disk and colors whose meaning is given in the graph.

We have specified a minimum predictability threshold of 30%. Rules generator does not report rules in which the predictability (confidence) is less than the expected predictability, that is, the result of dividing predictability by expected predictability (pred_div_expect) should be greater than one. Good rules are those with high values of pred_div_expect. The colors and the height of the bars in graphs (figures 2 and 3) show that these values increase in the refined rules. After the refinement process a reduced number of rules with high confidence have been obtained. Therefore, an enhancement of the recommendations based in these rules is produced.

The algorithm produces the most useful rules for the recommendation process, due to the fact that it uses the best attributes for classification, that is, the most important attributes in discriminating the different values of the class attribute, which is the
target of the recommendations. Other rule refinement methods do not consider this issue, thus they reduce the number of rules, but they do not obtain the most suitable rules for the desired objectives.

The simplicity of the models obtained with the refined rules lead to their efficient application for recommendation. On the other hand, these models are built off-line, a fact which implies an enhancing of the recommender procedure efficiency in terms of computer response time.

With respect to the advantages of using association instead of classification, the first is the lower number of attributes required and the second, the greater efficiency of the association algorithms. Clustering is another technique used habitually for finding neighbors, but it also presents computer time problems previously discussed.

5 Conclusions

In this paper, an agent based methodology for recommendation is proposed. The methodology deals with the case of making recommendations for new users and with the first-rated problem. The recommender procedure is based on a predictive model built from an associative model that contains association rules between attributes that can be obtained from a database containing Web usage information. Recommendations provided by the predictive model are founded on strong patterns that contribute to reduce the false positive errors. Besides, there are not performance problems at recommendation time due to these models contain reduced number of highly confident rules and they are built off-line. Time spent in building the associative models is also short because association algorithms are, in general, more efficient than the classification ones. On the other hand, de refinement algorithm proposed selects the best rules for recommendation by using the best attributes for classification.
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Abstract. An Internet advertising system proposed here clusters Web site users with similar preferences into numerous segments through Web usage mining. It utilizes fuzzy rules which express user segments’ surfing patterns and appropriate Web ads. It selects proper Web ads by fuzzy inference, stores them in recommendation sets database, and forwards them to the target user. To verify the effectiveness of the system, changes in click-through-ratio scores per e-newspaper section are observed.

1 Introduction

Rapid development of the Internet and Web technologies enables customers to have more choices than ever before about what to buy, where to buy, and how to buy. The emerging electronic commerce has also changed many aspects of existing business and business process. At this time, successful companies provide a bundle of customized services acceptable, which satisfy the customers’ needs, to gain a competitive advantage.

As the range of the Internet techniques available to online advertisers expands, Web advertising attracts public attention as a new communication channel. Among others, banner ad continues to dominate spending in online advertising and the market for that is steadily growing [1]. Online advertisement will become the most important revenue for many companies on the Web in the near future.

Conventional advertising, however, is passive, targeted to mass audiences, and has suffered poor responses from customers. To raise the effectiveness of banner ads, Web sites need to be able to put the right message to the right customer at the right time, and to provide personalized advertising messages to every desirable customer. Therefore their online marketing solutions should possess the functionality to identify a customer, predict and understand his or her preferences and interests, choose appropriate ads, and deliver them in a personalized format directly to him or her during his or her online session [11].

In this study, an adaptive and personalized system for the Internet advertising will be introduced. It provides personalized ads to users whenever they visit an e-newspaper

* This research was supported by Kyungpook National University Research Fund, 2003.
Web site, which enables an online advertiser to practice one-to-one marketing. As a result, the system improves users’ satisfaction and their responses to ads. In doing so, the Web ad system mines Web server logs containing users’ Web navigation patterns with machine learning techniques, identifies their current tastes and interests, and decides on proper ads through fuzzy reasoning which will be forwarded to users.

2 Internet Advertisement

Advertising on the Web refers to advertising that delivers electronic information services to users. Until now, several literatures on online advertisement focus on using the Web for supporting commerce in terms of electronic marketing, digital publishing and dissemination. They analyze online ads’ effectiveness from the marketing perspective [10]. Langheinrich et al. [7] classify online advertisement approaches into four categories: untargeted, editorial, targeted, and personalized. Personalized advertisement is regarded as a next generation advertisement approach and typically uses machine learning methods, such as neural networks, to allow personalized ad selection and recommendation based on the browsing and interaction history of a particular user as well as other demographic information.

Currently available personalization techniques comprise decision rule-based filtering, content-based filtering, collaborative filtering, and non-intrusive personalization [9]. Decision rule-based filtering asks users a series of questions to obtain user demographics or static profiles, then lets marketing experts manually specify rules based on them, and delivers the appropriate items (Web ads) to a particular user based on the rules. However, it is not particularly useful, since it is difficult to obtain valuable rules from marketing experts and to validate the effectiveness of the extracted rules.

Content-based filtering recommends items similar to what a user has liked previously. Collaborative filtering selects items based on the opinions of other customers with similar past preferences. However, traditional recommendation techniques, including content-based or collaborative filtering, have some limitations, such as reliance on subject user ratings and static profiles, or the inability to capture richer semantic relationships among Web objects and to scale to a large number of items.

To overcome these shortcomings, non-intrusive personalization attempts to incorporate Web usage mining techniques. Web usage mining uses data mining algorithms to automatically discover and extract patterns from Web usage data and predict user behavior while users interact with the Web. Recommendation based on Web usage mining has several advantages over traditional techniques. It can dynamically develop user profiles from user patterns while reducing the need to explicitly obtain subjective user ratings or registration-based personal preferences. Therefore the recommendation system’s performance does not degrade over time.

In the e-commerce environment, analyzing such information embedded in clickstream data residing in Web logs is critical to improve the effectiveness and performance of Web marketing for online service providers. Recently there have been many researches on Web server log analysis from both industry and academia. Some of these efforts have shown how Web usage mining techniques can be used to characterize and model Web site access patterns and how well they are useful to recommendation in electronic commerce scenarios [5].
3 Personalized Advertising System

The overall architecture of adaptive Web ad personalization system comprises two components: online and offline. Fig. 1 depicts the online architecture showing the system’s essential functionality.

![Online components of the ad recommender system. It always monitors users’ feedbacks to determine the timing of new fuzzy rules to generate.](image)

The online components consist of interface agent, matching agent, and HTTP server. The interface agent provides an interface between the HTTP server and its users for user interaction. The Web server helps identify a user and tracks the active user session as the interface agent makes HTTP requests. The matching agent looks up a recommendation sets database to extract a set of recommended ads for a target user. It then sends the ads to the client browser through the interface agent. Clickthrough ratio (CTR) score, which is the percentage of times that viewers of a Web page click on a given banner ad, measures the effectiveness of the recommended ads, and further determines the timing of new fuzzy rules to generate.

The offline is divided into four parts, as shown in Fig. 2: customer clustering, fuzzy inference, Web ad clustering, and Web ad segment selection. Customer clustering uses a self-organizing map (SOM), a neural clustering method, to divide Web site users into numerous groups with similar surfing preferences through mining Web server logs. Browsing patterns and recommendation sets for a user segment form fuzzy rules used in fuzzy inference. Fuzzy rules are mainly obtained from the previous recommendation and effect histories.

Fuzzy inference receives each user’s fuzzified page views by news section from the Users database which stores each user’s Web site navigation history. It draws conclusions about recommended types of ads, which are fed into Web ad segment selection.
Fig. 2. Offline components comprise four functions: customer clustering, fuzzy inference, Web ad clustering, and Web ad segment selection

Web ad clustering uses another SOM to divide Web ads into groups with similar ad features. Web ad segment selection chooses appropriate Web ad segments by calculating Hamming distance measures and then Web ads by calculating Euclidean distance measures. The system stores the selected Web ads in the recommendation sets database for site users, which will be forwarded to a target user.

3.1 Segmentation of Web Site Users and Web Ads

To maximize the effectiveness of Web ads through recommending the right ads to the right users, service providers should determine Web site users’ habits and interests first, which can be discovered by mining their Web page navigation patterns (Web usage mining) [4, 6].

When extracting users’ access histories, on which the mining algorithms can be run, several data preprocessing issues – cleaning data, identifying unique users, sessions, and transactions – have to be addressed. Data cleaning eliminates irrelevant items including all entries with filename suffixes which indicate graphic files in server logs. It leaves log entries indicating e-news pages. Individual users and their sessions can be identified by various preprocessing methods [2, 12].

Once users and their access histories have been identified, segmenting users follows. It breaks users into peer groups with similar Web page navigation behaviors. Behaviors among the groups, however, differ significantly. Segmentation by traversal history uses a segmentation variable on the basis of how many times a user visits each section.

Fig. 3 shows a process of segmenting users and fuzzifying segments’ characteristics. For analytical convenience, this study classifies electronic newspaper’s sections into seven categories, such as POL (politics), ECO (economy), SOC (society), WOR (world), CUL (culture and life), SCI (science and technology), and SPO (sports). These
sections are later used as antecedents of fuzzy rules. The number of times each user has visited each section during the analysis period is counted from the Web log, and is fed into the SOM which builds user behavior models. In training SOM, managerial convenience decides on nine as the number of output units.

Fig. 4(a) shows fuzzy partitions of sections SOC and SCI. Fig. 4(b) summarizes seven dominant segments derived from a three-by-three SOM, and their average access counts expressed by fuzzy numbers. Because users’ characteristics are generally fuzzy and can not be specified in crisp values, fuzzy numbers are suitable for expressing users’ navigation histories. Therefore four triangular fuzzy numbers such as S (small), MS (medium small), MB (medium big), and B (big), or three ones such as S, M (medium), and B are used.

To build an experimental Web ads database for the Web ad system, I chose sample ads randomly from a major e-newspaper provider in Korea; ten ads under each section. After examining these ads, I extracted six categorical features as follows: MAG (newspaper and magazine-related ads), ECO (business and financial ads), COM (computer and telecommunication-related ads), SPO (sports-related ads), ENT (culture and entertainment-related ads), and RAN (the others). Note that each ad has fuzzy characteristics which can be represented as the combination of these six features.

Membership degrees ranging from zero to one are appropriately assigned to each ad’s features. SOM then clusters Web ads with six features (i.e., six input dimensions) into numerous groups with similar ad characteristics. A cluster centroid represents average membership degree for each feature. Each of the six features has triangular fuzzy number which is used as consequents in fuzzy rules executed only to the degree that antecedents are true.
3.2 Fuzzy Rules Generation and Fuzzy Inference

Fig. 5 shows how to generate fuzzy rules and describes sample rules. A fuzzy rule has a form of IF-THEN in which the left-hand side is a condition part and a conjunction of triangular fuzzy numbers for access counts by section, and the right-hand side is an action part and a conjunction of triangular fuzzy numbers for ad features.

The advertising system utilizes its previous recommendation and response histories of segmented users to make fuzzy rules for them. It is based on which ads have been recommended to each peer group and have received good responses. Ad experts may refine the fuzzy rules with domain knowledge of which ads are suitable to each user segment.

Once a fuzzy rule base has been established, a fuzzy inference engine receives fuzzified user access counts per section as an input vector value. Fuzzy inference is a mathematical process to calculate the fuzzy output probability from the probability values of the input functions. It processes the information through the fuzzy rule base and produces a fuzzy set for each ad feature, which is converted to a real number through defuzzification.

Mamdani’s popular MIN-MAX reasoning strategy is used as a fuzzy inference method [3][8]. When an access count vector is given as \((x_1, x_2, x_3, x_4, x_5, x_6, x_7) = (\text{POL, ECO, SOC, WOR, CUL, SCI, SPO})\), the probability of fuzzy output function can be calculated as follows (1):

\[
W_k = \mu_{A_1}(x_1) \land \mu_{A_2}(x_2) \land \mu_{A_3}(x_3) \land \mu_{A_4}(x_4) \land \mu_{A_5}(x_5) \land \mu_{A_6}(x_6) \land \mu_{A_7}(x_7)
\]

\[
\mu_C(z) = \bigvee_{j=1}^{\text{rule\#}} [W_j \land \mu_{C_j}(z)]
\]
Fig. 5. Fuzzy rules generation. (a) Sample fuzzy rules. (b) A process generating fuzzy rules

where $\mu_C(z)$ is a fuzzy set for an ad’s $z^{th}$ categorical feature, $\mu_{A_i}(x_i)$ is the membership degree for the $i^{th}$ news section, and $x_i$ is the $i^{th}$ element in an access count vector.

Because seven antecedents exist in each rule, seven membership degrees are obtained. Each fuzzy rule’s fitness value is then determined by a MIN ($\wedge$) operation on these membership degrees. After applying the fitness values to the consequents of the rules, combining multiple outputs through a MAX ($\vee$) operation completes the fuzzy inference process.

### 3.3 Web Ads Recommendation and Continuous Monitoring

Defuzzification is to determine a crisp correspondence in a set of real numbers from the fuzzy sets derived from fuzzy inference per each ad’s feature [3]. The central gravity ($Z_{\text{defuzzified}}$) is chosen as a defuzzification method and is calculated by using the following equation (2):

$$Z_{\text{defuzzified}} = \frac{\int \mu_C(z)zdz}{\int \mu_C(z)dz}$$

After a set of defuzzified real numbers are obtained, the ad system calculates a set of Hamming distance between a set of defuzzified numbers and centroids of ad segments. A Hamming distance is calculated by using the following equation (3):

$$d(A, B) = \sum_{i=1}^{n} \frac{|\mu_A(x_i) - \mu_B(x_i)|}{x_i \in X}$$
where \( X \) is categorical features of each ad, \( \mu_A \) is defuzzified numbers made from fuzzy inference, \( \mu_b \) is centroid of each ad segment, and \( d(A, B) \) is the Hamming distance.

For example, assuming that a set of defuzzified numbers are \((\text{MAG}, \text{ECO}, \text{COM}, \text{SPO}, \text{ENT}, \text{RAN}) = (0.64, 0.21, 0.16, 0.35, 0.2, 0.19)\), a Hamming distance to a cluster centroid, \((\text{MAG}, \text{ECO}, \text{COM}, \text{SPO}, \text{ENT}, \text{RAN}) = (0.0, 0.0, 0.0, 1.0, 0.5, 1.0)\), reaches 2.77. The closer the Hamming distance, the more similar preference the ad segment has with regard to a target user. The member ads in the closest ad segment are the candidates for recommendation to the user. Euclidean distance measures between the cluster centroid and the ads belonging to the cluster are, in sequence, calculated and stored in the recommendation sets database for future recommendation.

Whenever a user visits the Web site, the ad system looks up the recommendation sets database to find the suitable ads and display them on the user’s browser. However, because customers’ interests and needs continuously change, the system must capture this change. When average CTR goes down a set threshold, it starts deriving new user profiles and new fuzzy rules for new recommendation.

4 Experiment and Evaluation

Generally, several metrics used to measure the effectiveness of Web ads include the CTR. In most Web ads, a 2% CTR would be considered successful. Especially as ads become familiar to users, the CTR is well below 1%.

In order to verify the effect of the proposed system on the increase in CTR scores per section of the e-newspaper, an experimental architecture for measuring the Web ad system’s performance consists of multiple Web servers, which operate together and deal with actual users of the e-newspaper provider. When a user requests e-news services, a
virtual server receives the request and redirects it to any free-traffic actual Web server. Users do not know which server they connect. If every server is busy, the virtual server, then, redirects the request to the randomly selected actual server. Actual servers are divided into two groups for the experiment: the treatment group (Web servers with the ad system) and the control group (Web servers without the ad system). The treatment group and control group hold the same e-news articles, but only the treatment group shows the recommended ads to users.

Fig. 6(a) illustrates the average CTR scores per section for the treatment and control groups after a 80-day experiment. Several sections including Economy, Culture and Life, and Sports show a clear improvement in the average CTR after adoption of the Web ad system, while recommending ads to users frequently looking at Political, Social, World, or Science and Technology section seems less effective.

Fig. 6(b) illustrates changes in total average CTR scores and a trend line during the experiment (Equation for the trend line is \( y = -2E - 6x^2 + 0.0001x + 0.0396 \) with \( R^2 = 0.6644 \)). The CTR scores fluctuate during the analysis period, but the general pattern for users to view Web ads shows increase in the score at first and decrease afterward. If a threshold is set to 0.02 of the CTR, the system advises segmenting new users and creating new fuzzy rules at the 76th day after starting the experiment.

5 Conclusion and Future Research

An adaptive and personalized Web ad system is proposed to raise the effectiveness of banner ads on the Internet. It consists of online and offline components: online has an interface agent, matching agent, and HTTP server; offline has customer clustering, fuzzy inference, Web ad clustering, and Web ad segment selection functionalities.

The work presented here can be extended in several ways for future research. First, clustering analysis used to segment user’s access patterns can be extended to include richer information. The current clustering analysis uses an access count value (frequency value) as a base variable for user segmentation. Utilizing RFM (recency, frequency, and monetary) values altogether can be a way to improve clustering results, since they encompass the entire user’s behavior.

Second, deriving and maintaining accurate fuzzy rule sets is an issue of a fuzzy system. The larger the number of sets, the more accurately a fuzzy system reflects the true relationship among variables. However, it increases complexity, decreases robustness of the system, and makes it more difficult to modify the system.
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Abstract. This paper presents a new technology for supporting flexible query management in recommender systems. It is aimed at guiding a user in refining her query when it fails to return any item. It allows the user to understand the culprit of the failure and to decide what is the best compromise to choose. The method uses the notion of hierarchical abstraction among a set of features, and tries to relax first the constraint on the feature with lowest abstraction, hence with the lightest revision of the original user needs. We have introduced this methodology in a travel recommender system as a query refinement tool used to pass the returned items by the query to a case-based ranking algorithm, before showing the query results to the user. We discuss the results of the empirical evaluation which shows that the method, even if incomplete, is powerful enough to assist the users most of the time.

1 Introduction

Business to consumer web sites have quickly proliferated and nowadays almost every kind of product or service can be bought on-line. In order to improve the effectiveness of user decision making support, recommender systems have been introduced in some domains. For instance, it is very popular the books recommender system included in amazon.com or the movie recommender system MovieLens [1]. In a previous paper we have introduced Trip@device, a travel planning recommendation methodology that integrates interactive query management and case-based reasoning (CBR) [2]. In this methodology, product research is supported by an interactive query management subsystems that cooperates with the user and provides information about the cause of query failure and its possible remedies. The goal is to help the user to autonomously decide what is the best compromise when not all his wants and needs can be satisfied. CBR supports the modelling of the human/computer interaction as a case and is exploited to extract, from previously recorded recommendation sessions, useful information that enable to intelligently sort the results of a user’s query.

In this paper we focus on the Trip@device relaxation algorithm and its evaluation in practical usage. Interactive query management, and in particular dealing
with failing queries has been addressed in a number of researches in the area of cooperative database [3–5]. Chu et al. suggested to explore an abstraction hierarchy among values of a feature/attribute, and to use that knowledge for moving along the hierarchy for relaxation or tightening the result set [3]. Godfrey extensively studied the cause of failure of boolean queries, and proposed an algorithm for query relaxation [5].

Our new query relaxation algorithm extends that presented in [6], introducing the notion of abstraction-hierarchy. This is a relationship among features describing the product and not, as in [3], a partition of a feature domain (grouping of values). Moreover our approach is not limited to boolean constraints, as that discussed in [5], as we address the problem of relaxing range constraints on numeric attributes. In principle our goal is to relax the minimum number of constraints for a given query, such that a non void result is returned. But, finding such relaxed query is in general an NP-hard problem [5], hence we focussed on a simpler, incomplete but practically feasible and effective approach.

In this paper we first present the motivation for using interactive query management (IQM) in recommender systems and then we describe the architecture of the IQM module implemented in Trip@dvice. Then we present the empirical evaluation of IQM, that was conducted by exploiting log data derived from the evaluation a recommender system based on Trip@dvice [2]. The results show the method is powerful enough to find at least one successful relaxed query most of the time.

2 Interactive Query Management

In previous researches on knowledge-based recommender systems the problem of dealing with the failure of an over-constrained query was typically addressed by exploiting similarity-based retrieval [7,8]. In Trip@dvice [2], as well as in other proposals [9], it is argued that the system should not autonomously determine the best attainable approximate match, as in a similarity-based retrieval, but should actively support the user and let him understand what is the best relaxation/compromise. Hence in Trip@dvice when a query fails to return any item a dedicated interactive query management component (IQM in Figure 1) suggests some refinement(s) in terms of query constraints to discard or change.

![Fig. 1. Intelligent Mediator architecture.](image-url)
A user will typically interact with IQM through a Graphical User Interface, submitting a query and getting a reasonable set of items. If this cannot be achieved, then IQM suggests to the user some refinements to the failing query. Two types of failures are considered: the query returns too many results or no result at all. When a query returns an empty set, IQM tries to find some relaxed alternative queries that change or remove the minimum number of constraints in the failing query and would make the subquery to produce some results. IQM reports these alternative options to the user so that he can decide what is the best relaxation (from his point of view) and opt for this with the certainty that the query will now return some result. Conversely, in case too many items would be returned, a set of candidate features are suggested as those that should be constrained in addition to those already included in the original query (this last topic is not discussed here, see [6]).

The query language supported in Trip@device is simple but expressive enough to cope with standard web forms. Let \( X = \prod_{i=1}^{n} X_i \) be an item space (e.g., a set of hotels). We shall refer to a feature of \( X \), as \( f_i \) with its associated domain \( X_i \) for all \( i, 1 \leq i \leq n \). A query, say \( q \) is obtained by the conjunction of atomic constraints; \( q = c_1 \land \cdots \land c_m \) (or simply \( q = \{c_1, \cdots, c_m\} \)), where \( m \leq n \) and each \( c_k (1 \leq k \leq m) \) constrains the feature \( f_{ik} \). Each constraint is defined as follows

\[
c_k = \begin{cases} 
  f_{ik} = \text{true} & \text{if } f_{ik} \text{ is boolean} \\
  f_{ik} = v & \text{if } f_{ik} \text{ is nominal} \\
  f_{ik} \in [l,u] & \text{if } f_{ik} \text{ is numeric}
\end{cases}
\]  

(1)

where \( v, l, u \in X_{ik} \).

Note that the query language we consider here does not support inquiries across catalogues, because we assume that a catalogue is a custom view that is possibly built over a set of joint tables.

We now focus on the Relax module in Figure 1. We shall refer to a relaxed version of a query by calling it simply a subquery, and a successful subquery if it returns a non-empty result set.

Example 1. Let \( q : \{[2 \leq \text{category} \leq 3], [\text{parking} = \text{true}], [30 \leq \text{price} \leq 50]\} \) be a query, then \( q' : \{[\text{category} \geq 3], [\text{price} \leq 35]\} \) is a subquery of \( q \), where the constraint on parking is relaxed.

The relaxation method makes use of the notion of feature abstraction hierarchy, i.e., a hierarchy among some features of an item space. For example, assume the accommodation item space contains the category (i.e., 1-star, 2-star, ...), price and parking features. Then we say that the feature category is more abstract than the price because the knowledge of the price greatly reduces the uncertainty over the category (i.e., the conditional entropy of the category given the price is low [10]). The idea is to use such relationships in the relaxation process to sort a set of related constraints and start relaxation on the constrained-feature with lowest abstraction level. If this relaxation does not produce any result, then this constraint is removed and the constraint on the feature with next-lower abstraction is tried.

More formally, we denote with \( FAH = \{F^1, \ldots, F^k\} \) a collection of feature abstraction hierarchies, where each \( F^i = (f^i_1, \ldots, f^i_{n_i}) \) is an abstraction hierarchy,
i.e., an ordered list of features in \( X \) (comparable features). We mean that \( f_j \) is more abstract than \( f_i \) if \( j < l \), and there are no common features in two different \( F^i \)'s, i.e., features in different \( F^i \) are not comparable.

Figure 2 depicts the algorithm used in Trip@vice to find relaxing sub-queries of a failing query. The constraints in the query \( q = \{c_1, \ldots, c_m\} \) are partitioned in the set \( CL = \{cl_1, \ldots, cl_{m'}\} \), where each \( cl_i \) is a ordered list of constraints of \( q \), such that the features in \( cl_i \) belongs only to one \( F^j \) (line 1). If the constrained feature in any constraint \( c \) does not belong to any abstraction hierarchy, then a singleton list, containing only \( c \), is built. So for instance, let \( q = \{c_1, c_2, c_3\} \) be the query as in Example 1, and let the feature abstraction hierarchy be \( FAH = \{(\text{category, price})\} \), then \( CL = \{(c_1, c_3), (c_2)\} \) is the partition of \( q \) according to this \( FAH \). The proposed algorithm outputs at most two subqueries, one for each element in \( CL \). The first query is obtained by relaxing a constraint in \( (c_1, c_3) \) the second by relaxing \( c_2 \). To find the first subquery, the algorithm first checks if the relaxation of \( c_3 \) (price) produces a successful subquery, otherwise it removes \( c_3 \) and relaxes also \( c_1 \).

More precisely, the loop at line 3 tries to relax the set \( f \) related constraints (i.e., \( cl \in CL \)) while keeping the rest of the constraints in \( q \) unchanged. The related constraints in \( cl \) are relaxed starting from the one on the feature with lowest abstraction by the for loop at line 6. \( ch \) is a list containing all the modified versions of the current constraint, and it is initialized with \( c \) at line 8. The variable \( relax \) is a flag that indicates whether a wider or shorter range should be tried for a numerical constraints. It is initially set to \textit{true}.

\[
q = \{c_1, \ldots, c_m\} \text{ is a query to be relaxed.}
\]

\begin{verbatim}
RelaxQuery(q)
1 CL ← Partition constraints in q according to the defined FAH;
2 QL ← \{\}\; % the list of subqueries
3 for each cl ∈ CL do
4     q' ← q;
5     suggest ← 0; % a subquery suggestion
6     for j = |cl| to 1 do
7         c ← get jth constraint from cl
8         % constraint history
9         relax ← true
10        do
11            q' ← q' - \{c\}
12            c ← ModifyRange(c, ch, relax)
13            while ( Analyse(q', c, ch, relax, suggest) )
14                if suggest ≠ \{\} then
15                    QL ← QL ∪ suggest;
16                    suggest ← 0; % no need to go to higher abstr.
17                end if
18            end if
19        end if
20    end for
21 return QL

ModifyRange(c, relax, ch)
1 c' ← c;
2 if c is numeric then
3     if relax then
4         c' ← IncreaseRange(c);
5     else
6         c' ← DecreaseRange(c, ch);
7     endif
8     return c'
9 end if
10 Analyse(q', c, ch, relax, suggest)
11     retval ← false;
12     if ( c \neq null and length(ch) \leq max length ) then
13         if c is numeric then
14             retval ← true;
15             q' ← q' ∪ \{c\};
16         endif
17         n ← Count(q');
18         if ( n = 0 and relax = false ) then
19             retval ← false;
20         else if ( n = 0 ) then
21             relax ← false;
22             if n > α then
23                 suggest ← (\{q'\}, n);
24             endif
25         endif
26     return retval

Fig. 2. Relaxation algorithms.
\end{verbatim}

\footnote{Variables are in italic and literals are in sans serif}
Then the do-while loop at lines 10-13 tries different ranges for a numerical constraint, or it iterates only once for a non-numerical constraint. The ModifyRange function modifies only the numerical constraints. It returns a modified version of the input (numeric) constraint depending on the relax flag. The returned constraint contains either a wider or shorter range than the one specified in c depending on the value of relax. It returns null if increasing (decreasing) a range would not increase (decrease) the result size of the subquery. For instance, if the current range specifies the whole range of values in the catalogue for the constrained feature, then increasing the range would not improve the result size of current subquery.

Let \( c : [l \leq f_i \leq u] \) be current range constraint. The IncreaseRange function relaxes \( c \) to \([l - \delta] \leq f_i \leq [u + \delta]\), where

\[
\delta = \begin{cases} 
0.1(u - l) & \text{if } u > l \\
0.1(v_{\text{max}} - v_{\text{min}}) & \text{if } u = l
\end{cases}
\]  

(2)

and \( v_{\text{min}}, v_{\text{max}} \) are the minimum and maximum values of feature \( f_i \) in the catalogue, respectively.

Example 2. (Example 1 cont.) Assume \( q \) returns an empty set. If we call RelaxQuery to find all the relaxed subqueries of \( q \), the IncreaseRange will be called in turn to find a new wider range for price, and it would return \([28 \leq \text{price} \leq 52]\).

The DecreaseRange will find a range between that range that caused an empty result set and the current one that makes the subquery to return too many results. Let \([l_1, u_1]\), and \([l_2, u_2]\) be two such ranges. Using this method to shorten \([l_2, u_2]\), it would return a new constraint specifying the range \([l', u']\) where \( l' = (l_2 - l_1)/2 \) and \( u' = (u_2 - u_1)/2 \).

Example 3. (Example 2 cont.) Assume trying the wider range \([28, 52]\) for the price returns too many items by the corresponding subquery \( q' \) (i.e., \( \text{Count}(q') > \alpha \)). The next call to the ModifyRange will call the DecreaseRange in order to reduce the current range, and it will return the constraint \([29 \leq \text{price} \leq 51]\).

The Analyse procedure determines whether or not the maximum number of attempts to find a suitable constraint for a numeric feature has been reached. If not, it examines the result size \( n \) of the current subquery. If the result size is 0, it sets the relax flag to true to indicate a wider range should be tried, otherwise if the current range has made the subquery to produce a large result set, then the relax is set to false to indicate a shorter range has to be tried. If at any stage the subquery produces some results, then the method creates a new suggestion (i.e, suggest) which is a set containing a pair made of the subquery and its result size (line 16, in the Analyse).

After the do-while loop (lines 10-13), if there is any suggestion, then there is no need to relax the constraint on feature with higher abstraction, and hence the loop at line 6 terminates and the suggestion is added to the return set \( QL \).

The algorithm terminates when all the lists \( cl \in CL \) of \( q \) are tried. Obviously, the running time of RelaxQuery is \( O(|q|) \) where \( |q| \) is the number of constraints in the query \( q \), since each constraint is considered a constant number of times.
It is worth to note that the RelaxQuery returns at most the same number of successful subqueries as there are elements in the partition set of the query $q$, where each subquery represents a compromise (i.e., relaxation of a subset of constraints in the query) the user has to make in order to receive some results. Hence, it is up to the user to judge which subquery is the best one according to her preferences and constraints. For instance, if the RelaxQuery returns two subqueries, one that relaxes the constraints on price and the category, and another that relaxes the parking feature, then the user can choose either view more expensive hotels or to miss the parking.

3 Evaluation

We developed a prototype, based on Trip@dvice [2], and empirically evaluated that with real users. In fact two variants of the same system (NutKing\(^2\)) were built. One supports intelligent query management (IQM) and intelligent ranking based on cases (NutKing\(^+\)), and the other without those functions (NutKing\(^-\)). In fact NutKing\(^+\) used a previous version of the relaxation algorithm, that did not use the notion of feature-abstraction hierarchy [6]. The subjects had randomly been assigned to one of the two variants.

Table 1 shows some objective measures relative to the IQM. It includes the average values and standard deviations of the measures taken for each recommendation session. Values marked with * (**) means a significant difference at the 0.1 (0.05) probability level, according to an unpaired t-test. Relaxation was suggested by the system 6.3 times per session, and this means that approximately 50% of the queries had a “no result” failure. The user accepted one of the proposed subqueries 2.8 times, i.e. almost 45% of the time. We consider this a good result, taking into account the user behavior that is often erratic and not always focussed in solving the task.

<table>
<thead>
<tr>
<th>Objective Measure</th>
<th>NutKing(^-)</th>
<th>NutKing(^+)</th>
</tr>
</thead>
<tbody>
<tr>
<td>queries issued by the user</td>
<td>20.1±19.2</td>
<td>13.4±9.3*</td>
</tr>
<tr>
<td>number of features in a query</td>
<td>4.7±1.2</td>
<td>4.4±1.1</td>
</tr>
<tr>
<td>results size per query</td>
<td>42.0±61.2</td>
<td>9.8±14.3**</td>
</tr>
<tr>
<td>system suggested query relaxations</td>
<td>n.a.</td>
<td>6.3±3.6</td>
</tr>
<tr>
<td># of times the user accepted query relaxations</td>
<td>n.a.</td>
<td>2.8±2.1</td>
</tr>
</tbody>
</table>

We now provide a more detailed description of the queries issued to each of the five catalogues used in the experiment and of the performance of the RelaxQuery algorithm. In particular we shall show how often RelaxQuery can effectively assist users.

Five catalogues/collections are considered in NutKing: accommodations, cultural attractions, events, locations, and sport activities. We do not consider here the cultural attractions catalog since it has only three features and relaxation of 1-constraint in a failing culture-query has always produced some results.

\(^2\)http://itr.itc.it
We mined the log file of users’ interactions in the empirical evaluation, and extracted all the users’ queries submitted to different catalogues in NutKing±. We grouped queries according to their type (i.e. the catalogue they queried) and the number of constraints they contained. Let \( Q^j \) denote the set of queries submitted to a catalogue where each query contains \( j \) constraints. The log also contained the result size of each query, which enabled us to determine the set of failing queries, i.e., those that had a void result set. Let \( FQ^j \subseteq Q^j \) denote the set of such failing queries. Then we ran (again) the RelaxQuery algorithm on each query \( q \in FQ^j \) to compare the subset of failing queries, say \( SQ^j \) that the RelaxQuery could find a successful subquery, with and without the notion of feature-abstraction-hierarchy (FAH) (Table 2). The relaxation algorithm that does not exploit FAH is described in [6]. In total using FAH the proposed algorithm was able to find a successful subquery 83\% of the cases (232/279), whereas the same algorithm not using FAH was successful 61\% (172/279). It is worth noting that, this is obtained by losing a property of the previous method, i.e., the capability to find all the successful subqueries that relax 1-single constraint. In other words there are cases in which using FAH two constraints in a hierarchy are relaxed even when only one is necessary. This happen when relaxing the more abstract and still keeping the less abstract does give some results. But, in practice, using FAH we can find a successful subquery in more cases.

Table 2. Queries submitted to the catalogues.

<table>
<thead>
<tr>
<th>Catalogue</th>
<th>( \Sigma Q^j )</th>
<th>( \Sigma FQ^j )</th>
<th>( \Sigma SQ^j )</th>
<th>( \Sigma SQ^j ) FAH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accommodation</td>
<td>186</td>
<td>112</td>
<td>73</td>
<td>94</td>
</tr>
<tr>
<td>Location</td>
<td>116</td>
<td>64</td>
<td>29</td>
<td>50</td>
</tr>
<tr>
<td>Event</td>
<td>92</td>
<td>57</td>
<td>39</td>
<td>52</td>
</tr>
<tr>
<td>Sport</td>
<td>102</td>
<td>49</td>
<td>31</td>
<td>46</td>
</tr>
<tr>
<td>Total</td>
<td>496</td>
<td>279</td>
<td>172</td>
<td>232</td>
</tr>
</tbody>
</table>

The figures 3(a)-(d) compare the size of the sets \( Q^j \), \( FQ^j \), and \( SQ^j \) for the location, accommodation, event, and sport catalogues, respectively, when FAH is used.

This shows that RelaxQuery can always find a successful subquery when the user query contains up to three constraints. This number is even higher for the queries submitted to event and lodging catalogues. In particular, considering the accommodation catalogue, we observe that more than half of queries failed to return any item, and the RelaxQuery could find a subquery 83\% of the time (Table 2). We also see the method performs worse for the location-queries. One reason for this is location has more features than the others, and as the number of constraints in a query increases, the likelihood increases that a failing query cannot return any result even by removing one constraint. In other words, the more constraints a query has, the more likely it is to have a situation that 3 constraints are inconsistent such that no item can satisfy those constraints and we have to remove at least 2 constraints in order to receive some results. This is the case for many queries of the location catalogue with 8 constraints or more.
Finally, we want to illustrate how difficult it would be for a user to refine autonomously her failing query. We note that we did not mined the log data coming from NutKing-, to measure if and how the user relaxed the failing queries (without system assistance). The discussion here is hypothetical, and is aimed at understanding, in the worse case, the number of query change attempts (constraint removals, that are needed to receive some results discarding the minimum number of constraints. Let \( q = \{ c_1, \ldots, c_m \} \) be a query, and assume the RelaxQuery method can find \( k \) successful subqueries. The maximum number of attempts the user needs in order to find a successful change to her failing that relaxes only one constraint is \( m - k + 1 \). In fact, if a user query receives zero results, then in a second attempt, the user must remove one constraint, and submit the new query. If this again fails he must put back the removed constraint and discard another constraint, and submit the new query. He must proceed until receives some results, which could be, in the worse case at the \( (m + k - 1) \) th attempt. In fact, this number will be even larger if \( q \) contains some range constraint, because different ranges should be tried. In practice this is not feasible for a user.

4 Related Work
The research on failing queries goes back to the work of Kaplan [11], where he described a system that supported a cooperative query answering to queries
expressed in natural language. He argued that it is more informative to let the user understand the cause of failure, and provide answers that partially satisfy the query, than just reporting a void answer like the empty result set.

Value abstraction was introduced in the CoBase system [3], where an abstraction hierarchy among feature values is built, and the relaxation operators use it to move up and down the hierarchy. In our approach, a hierarchy is a relationship between features (e.g., country≻county≻city), derived from domain knowledge, and is exploited to find successful sub-queries of a failing query. While building a values abstraction hierarchy is quite complex and costly in CoBase, in our approach the feature hierarchy can be achieved with minimal effort.

Gaasterland et al. described in [4] a logic-based approach to develop a cooperative answering system that accepts natural language queries, and can explain the cause of any failing query. Godfrey has extensively investigated the problem of identifying the cause of a failing boolean-query [5]. He has derived an algorithm (called ISHMAEL) to find successful maximal subquery (called XSS), i.e., not contained in any other successful subquery. He shows that finding only one XSS can be done in linear time proportional to the number of constraints in q, but finding all XSS is intractable. The major difference between RelaxQuery and ISHMAEL relates to the search mode. While the latter does a depth-first-search to find an XSS subquery, the former takes a breath-first-search to find a subquery that relaxes minimum number of constraints, hence must be incomplete to avoid the combinatorial explosion of search states.

McSherry [9] has approached the relaxation problem differently by looking at the products that do not satisfy the query. For each product in the catalogue the set of attributes (called compromise set) that do not satisfy the query is computed, and a case representative (i.e., with highest similarity to the query) is put in a set called retrieval set. The problem with this approach is the retrieval set may contain up to $2^{|q|}$ elements.

![Fig. 4. Steps needed to find a relaxation.](image)
5 Conclusions and Future Work

In this paper we presented a linear time incomplete algorithm for query relaxation. If it finds a solution this is maximal with respect to the number of constraints kept in the successful subquery found. Thus, since a query represents user’s preferences, the algorithm relaxes as few as possible user’s preferences. This algorithm is simple enough to be easily integrated into any eCommerce application. An empirical evaluation of the algorithm was presented, and showed the algorithm is powerful enough to recover from a failure situation most of the time.

In the future we plan to introduce user modelling principles that would enable to assign weights to user’s preferences such that the preferences with lowest weight will be relaxed first. Moreover, we are extending RelaxQuery to cope with the general case, i.e., when more than one constraint must be relaxed to find a successful subquery.
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Abstract. Most e-commerce Web sites dynamically generate their contents through a three-tier server architecture composed of a Web server, an application server, and a database server. In such an architecture, the database server easily becomes a bottleneck to the overall performance. In this paper, we propose WDBAccel, a high-performance database server accelerator that significantly improves the throughput of the database processing, and thus that of the overall Web site. WDBAccel eliminates costly, complex query processing needed to obtain query results by reusing previous query results for subsequent queries. This differentiates WDBAccel from other database cache systems, which replicate a database into multiple conventional DBMS’s and distribute queries among them. We evaluate the performance of WDBAccel by using the queries of the TPC-W benchmark. The measurement results show that WDBAccel outperforms DBMS-based cache systems by up to an order of magnitude.

1 Introduction

With the explosive growth of the Internet, numerous value-generating services are provided through WWW. In most e-commerce Web sites, those services are usually deployed on a three-tier server architecture, which consists of Web servers, application servers, and database servers. Web contents are dynamically generated upon a request through such system components. Due to its low scalability and complexity of query processing, a database server is a major bottleneck to the overall site performance.

We propose a high-performance database server accelerator, called WDBAccel, which significantly improves the throughput of database processing in multi-tier Web sites (see Figure 1). The main approach of WDBAccel is to cache results of frequently-issued queries and reuse these results for incoming queries. Upon a query hit, the query result is immediately served from the cache. WDBAccel keeps cached results consistent to an origin database by invalidating staled results. In addition, WDBAccel is designed to use main memory as the primary storage, minimizing disk operations. Thus, WDBAccel can improve the performance of database processing more than an order of magnitude.

WDBAccel differs from other existing DB cache system [6,11,9,1] in that the primary purpose of WDBAccel is to accelerate the database processing. On
the contrary, the primary purpose of other cache systems is to distribute the load of database processing into multiple cache nodes. Those systems replicate a database into multiple nodes and distribute queries among them. In serving queries, they rely on the underlying DBMS, which executes costly query processing to obtain a query result. Thus, the performance of DBMS-based cache systems is limited by their underlying DBMS.

Our WDBAccel design incorporates three policies that effectively utilize the limited space of main memory. First, WDBAccel employs the derived matching. Even when the cache does not store the identical query result, the result for a query can be derived from one or more previously stored queries. In many Web-based applications, selection regions of queries tend to overlap each other. Thus, WDBAccel performs the derived matching by containment checking among selection regions of stored query results. Second, WDBAccel removes the storage redundancy of the tuples belonging to two or more query results. In many cases, query results contain identical tuples. Therefore, WDBAccel eliminates such a storage redundancy by storing query results in the unit of tuples. Third, a cache replacement policy in WDBAccel evaluates storage cost in a different way from other Web caching systems. In many systems, the policy considers the size of cached data items. However, it is not appropriate in WDBAccel due to the tuples shared among multiple query results. WDBAccel considers both the size of query results and shared tuples.

WDBAccel provides several advantages to database-driven Web sites. The most competitive advantage is that it drastically improves the throughput of the Web sites. Second, WDBAccel reduces the total cost of ownership. WDBAccel is a light-weight system optimized in caching and serving query results. Thus, it can be deployed even on lower-end H/W system while achieving a high level of performance. Third, WDBAccel can be easily deployed as a middle-tier solution between the Web application server and the database server. By supporting the standard interfaces like JDBC or ODBC, WDBAccel does not require Web applications to be modified. Forth, the high-performance nature of WDBAccel reduces the total number of cache nodes managed by an administrator, reducing administration cost.

This paper is organized as follows. In section 2, we describe the architecture of WDBAccel. In section 3, we explain technical details including query matching, cache storage, and cache replacement. In section 4, we evaluate and analyze the performance of WDBAccel. In section 5, we describe related works and compare them to our system. Finally in section 6, we present conclusions.

2 System Architecture

WDBAccel is a Web database server accelerator which processes queries delivered from the front-side Web application servers (WAS’s) on behalf of database
servers. It is designed as a middle-tier system which can be deployed between WAS’s and database servers without extensive modification to either system as other middle-tier cache systems [6,11,9]. To deploy WDBAccel on an existing e-commerce service system, it is only required to change an existing database driver to WDBAccel’s driver at the WAS.

WDBAccel is a query result caching system. As mentioned, it stores the results of previous queries and then serves incoming queries delivered from WAS. The query result caching is extremely useful when a workload is read-dominant. The workload of most e-commerce applications is read-dominant. In e-commerce sites, visitors spend the most time finding and reading some information, e.g., product catalogs, news, articles, etc. Update interactions such as ordering products are relatively very infrequent. For example, the TPC-W benchmark [12] specifies that the portion of read queries, in an average case, is 80% of the entire workload. Thus, we can expect that the query result caching will show a high level of performance in many e-commerce sites.

Figure 2 shows the overall architecture of WDBAccel and the processing flow. The WAS sends a query to the Query Redirector (QR) (1), then QR checks whether the given query is read or write. If the query is a write, it sends the query to the Consistency Maintainer (CM) (A). CM forwards the query to the origin database server (B) and performs the process to maintain cache consistency. If the query is a read, then it forwards the query to the Fragment Processor (FP) (2). FP references the Cache Dictionary (CD) to decide whether the result for the incoming query can be constructed based on cached fragments (3). A fragment is a query result stored in a cache. If fragments for the incoming query are found, FP retrieves the fragments (4). Otherwise, FP sends the query to the database server (a) and receives the result for the query (b). Then, it forwards both the query and the query result to the Cache Controller (CC) (c). CC inserts the query into CD and the query result into the Cache Pool (CP) (d). (When the cache does not have enough space to store new query results, CC executes a cache replacement algorithm.) FP constructs and sends the query result to QR (5). Finally, QR sends the query result to the WAS (6).

CD is a collection of meta information about fragments stored in the Cache Pool (see Figure 3). Each entry stores meta information on a fragment (e.g., selection region, fragment size, and pointer to data). Entries are classified into different query groups according to the structure of queries. Then, each group is indexed by selection regions of the queries. The index is used to reduce the search time for fragments matching a query.

The caching inherently incurs the inconsistency between cached results and an origin database. If a data element in an origin database is updated, the fragments derived from the updated data will be stale. WDBAccel includes CM which ensures the consistency. The primary goal of CM is to minimize the consistency overhead. It matches an update against the common parts of many

---

1 The TPC-W benchmark is an industrial standard benchmark to evaluate the performance of database-driven Web sites. It models an e-commerce site (specifically, an online bookstore).
queries, not individual queries. Thus, it avoids repeated matching of each query. In addition, CM ensures strong cache consistency by invalidating affected query results before the completion, i.e., the transaction commit, of a database update. For some pages, strong consistency is critical to service them always in an up-to-date version (e.g., the cost of products in Web shopping sites). [5] describes our consistency mechanism in detail.

3 Technical Details

3.1 Derived Matching

WDBAccel employs the derived matching to maximize the main-memory hit ratio, i.e., the rate of reusing query results cached in main memory. When WDBAccel fails to find an exactly matching fragment, it tries to find one or more fragments from which a query result can be derived. We give an example of the derived matching. In this example, a query $Q$ can be derived from the union of fragments $F_1$ and $F_2$ although $Q$ does not exactly match either $F_1$ or $F_2$. 

Fig. 2. WDBAccel architecture and processing flows
Example 1. Given fragments and a query as follows,

\[
F_1: \text{SELECT} * \text{ FROM ITEM} \\
\quad \text{WHERE I\_PUB\_DATE} \geq '01/01/2003' \text{ AND I\_PUB\_DATE} \leq '01/20/2003' \\
F_2: \text{SELECT} * \text{ FROM ITEM} \\
\quad \text{WHERE I\_PUB\_DATE} \geq '01/10/2003' \text{ AND I\_PUB\_DATE} \leq '01/30/2003' \\
Q: \text{SELECT} * \text{ FROM ITEM} \\
\quad \text{WHERE I\_PUB\_DATE} \geq '01/05/2003' \text{ AND I\_PUB\_DATE} \leq '01/25/2003'
\]

Q can be derived from the union of \(F_1\) and \(F_2\) since the selection region of the union contains the selection region of \(Q\).

WDBAccel utilizes the selection region dependency in order to maximize finding the derived matching. A selection region dependency is a computational dependency in selection regions. In example 1, a query \(Q\) has the selection region dependency on a union of a fragment \(F_1\) and a fragment \(F_2\) in that the selection region of the union contains the selection region of \(Q\). By investigating the dependencies among selection regions, WDBAccel is highly likely to find a derived matching. This is due to the characteristic of the queries used in many Web-based applications: selection regions from different queries with the same template tend to overlap each other and may form a hot range. In example 1, selection regions on \(I\_PUB\_DATE\) will frequently fall together near to the present time. This is because customers in an online bookstore prefer to select new books.

When a query is matched by a derived matching, the process of the query result deriving follows the matching process. For the query result deriving, two operations, union and trim, are applied to matching fragments. The union operation is used to merge the matching fragments and to eliminate tuple duplication. In the Example 1, by the union, the tuples of the matching fragments \(F_1\) and \(F_2\) are merged and the duplication of the tuples ('01/10/2003' \(\leq\) I\_PUB\_DATE \(\leq\) '01/20/2003') is removed. We used the selection attributes of tuples to identify duplicate tuples. They are located in overlapping selection regions among the matching fragments.

The trim operation is used to cut off the tuples that do not constitute a query result when matching fragments contain a query. In the Example 1, the tuples ('01/01/2003' \(\leq\) I\_PUB\_DATE < '01/05/2003') of the matching fragment \(F_1\) and the tuples ('01/25/2003' < I\_PUB\_DATE \(\leq\) '01/30/2003') of the matching fragment \(F_2\) is cut off by the trim operation. In order to determine whether a tuple is a part of a query result, the attribute values of the tuple is compared to the selection predicates of the query.
3.2 Cache Storage

To increase the utilization of a limited cache storage, it is crucial to avoid redundant storage of identical data. Query results can include identical tuples. In example 1, the tuples located in the overlapping selection region (\texttt{I\_PUB\_DATE}, ‘01/10/2003’, ‘01/20/2003’) can be included in both fragments \texttt{F}_1 and \texttt{F}_2. As mentioned in section 3.1, overlaps among query results as above are common in many Web applications.

To remove the redundant storage, WDBAccel identifies overlaps in selection regions of fragments and eliminates redundant storage of tuples. The storage policy of WDBAccel stores query results in the unit of tuples. Before storing each tuple in a new query result, it determines if the tuple already exists in the cache. This is done by comparing the values of the selection attributes of each tuple with those of the cached tuples. To speed up the comparison, the policy scans only the tuples of the fragments overlapping the new query result. Note that these fragments have already been retrieved in the query matching process. We refer to the Cache Pool adopting this policy as the \textit{Cache Pool in the unit of Tuples} (CPT).

3.3 Cache Replacement

Hit ratio is improved if the cache stores the query results which are frequently accessed and consume less storage space. Thus, we evaluate the profit of a query result as follows:

$$\text{profit}(f) = \frac{\text{popularity}(f)}{s\_\text{cost}(f)}$$

where \(s\_\text{cost}(f)\) is the storage cost of a fragment \(f\) and \(\text{popularity}(f)\) represents the popularity of a fragment \(f\). When a cache space is full, the Cache Controller evicts the query result with the lowest \(\text{profit}\) value (called a victim). Usually, the last access time or the number of accesses are used for \(\text{popularity}\). Under CPT, we consider that some tuples are shared among multiple fragments. We divide the storage cost of a shared tuple among sharing fragments. In this case, \(s\_\text{cost}\) is computed as follows.

$$s\_\text{cost}(f) = \sum_{t_i \in T(f)} \frac{\text{size}(t_i)}{n\_\text{frag}(t_i)}$$

where \(T(f)\) is a set of tuples belonging to a fragment \(f\), \(\text{size}(t_i)\) is the size of a tuple \(t_i\), and \(n\_\text{frag}(t_i)\) is the number of the fragments containing a tuple \(t_i\).

4 Experiments

In this section, we compare the processing capability of WDBAccel with that of DBMS-based systems by measuring their throughputs.
Experimental Setup. Figure 4 (a) shows the setup for evaluating the WDBAccel system. The Query Generator emulates a group of Web application servers, generating queries. It runs on a machine with a Pentium III 1GHz, 512MB RAM. We implemented the prototype of WDBAccel which included all components and core functions described above. WDBAccel is deployed between the Query Generator and the database server. WDBAccel runs on the machine with a Pentium III 1GHz, 512M RAM. For the origin database server, we used Oracle 8i with the default buffer pool size of 16MB. The database server runs on a machine with a Pentium IV 1.5GHz, 512M RAM. We populated the TPC-W database in the database server at two scales: 10K and 100K (cardinality of the ITEM table). All three machines run Linux and are connected through a 100Mbps Ethernet.

Figure 4 (b) shows the experimental setup for evaluating the throughput of the DBMS-based cache system. The DBMS-based system conceptually consists of the cache-related components and the underlying DBMS. We used the simplified system by omitting the cache-related components. For the underlying DBMS, we used Oracle 8i. We also assume that the DBMS-based system achieves 100% cache hit ratio. Thus, the Oracle database is fully populated with the entire TPC-W database. Note that the throughput measured under this simplified setup will be higher than that taken under a real situation using the DBMS-based cache systems. Both systems run on the Linux machine with a Pentium III 1GHz, 512MB RAM and are connected through a 100Mbps Ethernet.

Workload Traces. We used for experiments the trace of the search-by-title query specified in TPC-W. This query searches for all the books whose titles include the keyword specified by users. It is the most frequently-used query in TPC-W; in an average case, its usage frequency constitutes 20% of the entire TPC-W workload. We believe that the query is frequently used in many e-commerce sites in general. The following is the query template of the query. We refer to the search-by-title query as the keyword query.

```sql
SELECT TOP 50 I_TITLE, I_ID, A_FNAME, A_LNAME FROM ITEM, AUTHOR
WHERE I_A_ID = A_ID AND I_TITLE LIKE '%@Title%' ORDER BY I_TITLE
```

Performance Comparison Between WDBAccel and the DBMS-Based Cache Systems. The experiment was performed through two steps: the fill phase and the test phase. In the fill phase, we fill the cache space with fragments
Fig. 5. The throughputs for the keyword query

by issuing 100,000 queries. This phase warms up the cache space so that the throughput can be measured under normal condition, i.e., within a normal range of cache hit ratio, during the test phase. The cache size of WDBAccel is set to range from 1% to 10% of the sum of ITEM and AUTHOR table sizes. ITEM and AUTHOR are the tables which are accessed by the keyword and the range queries. The sums of two table sizes corresponding to the 10K and 100K scales of TPC-W are around 10MB and 100MB, respectively. The buffer pool size of the DBMS-based system is set to 16MB and 128MB.

Figure 5 shows the results for the keyword query. It shows that WDBAccel outperforms the DBMS-based system by an order of magnitude. This implies that reusing query results can significantly save the query processing cost. In ordinary database servers, the keyword query needs a linear search on the ITEM table. This is because the keyword query uses the LIKE operator, which includes wild card characters and does a pattern matching. Such a LIKE operator cannot benefit from the index structure on the attribute I_TITLE. On the other hand, in WDBAccel, the query processing time increases slightly with the number of fragments no matter what a query type is. Also, WDBAccel does not require any disk accesses.

Another interesting observation is that the throughput of WDBAccel rapidly improves as the cache size increases. With the cache size up to 5%, the origin
database server is the bottleneck. In that case, the cache miss ratio (and thus hit ratio) is an important factor of the throughput. For example, if the cache miss ratio decreases from 2% to 1%, the throughput will be doubled.

5 Related Work

Recently, several query result caching systems have been reported in the context of dynamic Web content services. Form-based cache [10] is the first effort for a query result caching. It extended the URL-based proxy caching for active proxy query caching with limited query processing capability. The proposed framework could effectively work for a top-$n$ conjunctive queries generated from the HTML forms. However, it only addressed keyword queries. Weave [13] caches data in the unit of XML and HTML pages as well as query results. Weave focuses on the declarative specification for Web sites through a logical model and a customizable cache system that employs a mix of different cache policies. DBProxy [1] employs a conventional DBMS for storing and retrieving query results like the DBMS-based caching systems. Therefore, its performance could be limited by the complex query processing of the underlying DBMS. The main focus of WDBAccel is to efficiently scale the performance of database-driven Web sites. It provides a framework for a high-performance query result caching and an efficient storage structure for it.

The HTML caching has also been used to improve the performance of e-commerce sites. It selects cacheable data in the unit of the whole HTML page or HTML components which are parts of a HTML page. It then caches the data in front of Web servers or inside WAS’s. We call the former HTML page caching [8, 3] and the latter HTML component caching [4, 7, 2]. The main advantage of the HTML caching is that the performance gain on a cache hit is better than that of others. This is because it saves much or all of the cost of HTML page generation as well as database processing. However, the HTML page caching is not effective in caching dynamic pages. HTML component caching can be effective to some extent in caching dynamic contents. A problem in the component caching is that it incurs high administration cost; cache administrators should go through a complex process of marking cacheable and non-cacheable units.

6 Conclusions

We have presented the design and implementation of a high-performance database server accelerator. WDBAccel improves throughput of the database processing, which is a major bottleneck in serving dynamically generated Web pages. To improve the performance, it reuses previous query results for subsequent queries and utilizes main memory as a primary cache storage. WDBAccel performs the derived matching to effectively find a set of query results required to construct a result of an incoming query. It employs the storage policy that reduces storage redundancy. In addition, the cache replacement policy takes into account storage costs of query results and overlaps among them. The experimental results show
that WDBAccel outperforms DBMS-based cache systems by up to an order of magnitude.
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Abstract. Whenever product data is supplied by multiple product providers in a distributed electronic market and customer queries are submitted to all providers of this electronic market, the query workload is one of the major bottlenecks. We present a technique which reduces query workload and communication costs in distributed electronic market places involving multiple providers. The key idea is to guide customer queries through a network of brokers which aggregate the result information of previous queries, such that a query is posted only to those providers which may eventually provide products matching the query. A performance evaluation of our approach includes product data from a large number of car dealers as providers. It shows that our approach outperforms the standard query broadcasting technique by a factor of up to 50 - depending on the set of customer queries considered. Therefore, we consider our approach to be an important improvement towards the reduction of the query workload within distributed electronic markets.

1 Introduction

1.1 Problem Origin and Motivation

Whenever an electronic market integrates the distributed product data of several suppliers, and there exists a high frequency of queries submitted to this electronic market, then the query processing workload is one of the primary bottlenecks for the scalability of such a distributed market place. An important aspect of the query workload in the electronic market – and the focus of our contribution – is how many suppliers have to compute answers for each customer query. The standard approach, which we call broadcasting, is to send every query to every supplier. Whenever the number of suppliers and the number of customer queries is high, broadcasting may become infeasible within the market place. In comparison, it may be considerably advantageous to submit queries for products only to those suppliers which can contribute to the answer of the query. Our key idea is to use previous queries and statistical informa-
tion of their results in order to submit new queries to only those providers which can contribute to the answer of a query.

We have implemented our approach, and taken a market place for used cars as the data source for benchmark tests. Within our electronic market place for used cars, our providers are 60 car dealers which offer used cars over the market place. Our market is structured in such a way, that most of the car dealers have typical sets of offers, e.g. there are very few luxury car dealers, few dealers for vintage cars, and quite a lot of dealers offering cars produced by only a few companies. While the advantage of an electronic market is that a customer asking for a specific type of car can obtain relevant offers from all car dealers connected to the market place, the market places should avoid unnecessary query workload. Therefore, the market place should not send each customer query to each dealer, but only to those dealers which might provide an offer matching the customer’s query. For example, a dealer offering luxury cars may prefer not to receive queries for the cheapest family cars every day, or a dealer offering vintage cars will not be interested in queries for a one year old BMW. Furthermore, most used car dealers located in Hamburg (northern Germany) will not be interested in a query from customers located in Munich (southern Germany) – since used car dealerships in general are local businesses – perhaps with the exception of luxury and vintage cars.

1.2 Basic Assumptions and Problem Definition

Within our market place, we assume that providers and customers agree on some kind of global relational schema of ordered domains, i.e. we assume that properties of products are represented as (attribute,value) pairs, where the attribute values are restricted by finite ordered domains. For example, an attribute like the construction year of a car is associated with an ordered range of values, e.g. the interval [1900:2004]. Whenever \( A_1, \ldots, A_N \) are the \( N \) attributes of the global relational schema, which are used in common by providers and customers of the electronic market, and \( D_1, \ldots, D_N \) are the finite discrete domains of \( A_1, \ldots, A_N \) (i.e. each attribute value of \( A_I \) must be an element of \( D_I \)), we call \( D_1 \times \ldots \times D_N \) the schema of the electronic market, and each subset of \( D_1 \times \ldots \times D_N \) is called a search space of the electronic market.

For example, a query can restrict the interval for the construction year of a car to \([2000:2004]\), and thereby look for product offers within a smaller search space.

Within our approach to optimized query delivery, we are especially interested in search spaces which correspond to so called conjunctive point or range queries, i.e. queries which can be defined as follows.

A point query is a query of the form

\[
\text{Attribute} = \text{value.}
\]

A range query is a query of the form

\[
\text{Attribute} < \text{value}
\]

or a query of the form

\[
\text{Attribute} > \text{value.}
\]

A conjunctive point or range query is a query of the form

\[
\text{Condition}_1 \text{ and } \ldots \text{ and } \text{Condition}_N \quad \text{(with N>0)}
\]

where each \( \text{Condition}_I \) \((1<=I<=N)\) is either a point query or a range query. Note however that our approach still allows the customers to submit other (more general)
queries. For some, but not for all of these other queries our optimization applies as well.

A search space is said to correspond to a conjunctive point or range query, if and only if the query condition \( \text{Condition}_1 \text{ and } \ldots \text{ and } \text{Condition}_N \) is equivalent to true for every element of the search space, and it is equivalent to false for every element of the schema which is not an element of the search space.

Whatever the internal presentation of the data at the provider’s side is, we assume that each provider transforms a query of the market place into its internal query format, and conversely converts its data into the data format (i.e. attributes and values) supported and required by the market place. This can be achieved by using mapping technologies for product classifications (as defined in [4]), by general query mapping across heterogeneous data sources ([8]), or by XML based mappings (as defined in [16]). Similarly, we assume that each customer application transforms its queries in such a way that they use the common attributes \( A_1, \ldots, A_N \) of the electronic market, and conversely transforms the answers retrieved, i.e. from the data format of the electronic market, into the data format required by the customer.

A major requirement of our market place is that query processing supports the efficient evaluation of frequently asked conjunctive point or range queries. The state of the art approach to query processing is to broadcast customer queries to all providers. The broadcast approach does not use small search spaces in order to restrict a query’s application. Instead, queries are applied to the whole schema, and every query is therefore submitted to all the connected providers. In comparison, the goal of our approach is to send a query only to those providers which contribute to the answers of the query. By using our approach to optimized query delivery, query workload is significantly reduced compared to the broadcast approach. The possible degree of optimization depends on the given query, the set of supported search spaces and the distribution of product offers. The problem to be solved is how to reduce the overall query workload of the providers which are connected to a distributed market place. The query workload does not only include the amount of queries that are transferred from the customer to a provider, but also includes the queries which are needed to maintain the optimized query routing system.

1.3 Related Work

Our work is related to contributions in different fields including electronic markets, schema mapping, data warehousing and the use of aggregated data in query optimization. Within the field of electronic markets, a lot of work has been done in the area of structuring electronic market places, e.g. by product classifications (like eClass [11], ECCMA[13], ETIM [14], Edibatec [12]). These classifications are fixed, i.e. they are not dynamically adapted to queries. In contrast, our approach focuses on customer queries and performs dynamic clustering on product offers according to the most frequent customer queries.

Within related contributions to schema mapping, two approaches to data and query translation can be distinguished. While the majority of contributions (e.g. [10], [1], [22]) map the data to a unique representation, we follow [7] and [8] to deliver the queries to those domains (or providers) where the data resides. Our approach is compatible with this work and with further work on schema and query mapping for federated databases [6] and data warehouses [25], [20], and even with mapping tools like
BizTalk Mapper [21]. However in comparison to these contributions, we focus on the reduction of the query workload on the providers connected to the market place.

In common with data warehouses, we use aggregate information on attributes in order to answer queries. While the majority of data warehouse approaches query for the aggregated information itself, our main use of aggregated information is to guide query processing, i.e. to deliver customer queries to the appropriate providers.

Within our search structure, we maintain aggregated data that stores certain statistical information about the data distribution. Aggregated data has been used for query optimization by many other contributions, which can be classified into two categories [23]. While some contributions consider only the data distribution and focus on an estimation of query result size (e.g. [18], [19], [24]), we follow [9], [15], and [5] which also regard the query patterns. Furthermore, there are different methods used to represent data distribution. While parametric representations use mathematical formulas (e.g., [9]), we use enclosing hyper-rectangles to represent tuple sets, like most non-parametric representations. Various solutions exist for how these rectangles are represented, divided and updated based upon changes in underlying data. R-Trees [17] and their further developments like R*-Trees [3], use B-Tree-based structures and heuristic algorithms for dividing rectangles, which results in a set of partially overlapping shapes. In terms of rectangle division, our approach is similar to contributions using multi-dimensional histograms (e.g. [5]). More precisely, it corresponds to recursive, non-overlapping histogram partitioning over multiple attributes. Like [2], [5] and others, but unlike typical R-Trees, we use incoming queries to adapt the collection of statistical information to a query profile. Unlike these solutions – which are aimed at selectivity estimation – and which are similar to R-Trees, we maintain exact statistics at all times, allowing us to guarantee complete, deterministic results despite routing queries only to a selected number of brokers or dealers. Therefore, unlike [2] or [5], we do not use the results of queries to directly acquire data distribution statistics, as this leads to a fragmentation of data space that is expensive to keep up-to-date upon changes to the underlying data. Instead, we only use the queries themselves to identify leaves in our decision tree that need further refinement. And we generate custom queries with specially chosen ranges to acquire statistical information for each newly generated node in our decision tree. Solutions based on sampling (e.g. [24]) also, in essence, generate custom queries to acquire statistical information, but they do not account for query profiles and, more importantly, they are not aimed at ensuring compatibility between different decision trees (as described in sections 3.3. and 3.4).

In comparison to all of the other approaches, our data structure and the method for its modification combines an adaptation of brokers to different query sets (which is useful for selective routing) with a development of decision trees in such a way that allows bottom-up propagation of data updates (which is a pre-condition for the scalability of our solution to a large number of brokers).

The remainder of the paper is organized as follows. Section 2 presents the key ideas of our approach, i.e., how a hierarchy of brokers can pass a query directly to the providers which can contribute to the answer of the query. Section 3 outlines when and how such a hierarchy of brokers is developed and maintained. Section 4 outlines the results of our performance evaluation, and Section 5 outlines the summary and conclusions.
2 Key Ideas

2.1 Aggregated Information for Clusters of Product Offers

An initial idea is to aggregate data about clusters of offered products within the electronic market. A cluster of product offers is a set of product offers which match a certain conjunctive point or range query (or as we say, which are found in a certain search space). Note that a cluster is only a name for certain set of product offers, i.e. it contains no physical data referring to the product offers. Aggregation includes the counting of product offers found in a cluster, and the computation of minimum and maximum attribute values (e.g. for attributes like price, year, etc.) of product offers found in the cluster. This aggregated data can be used in order to estimate the number of positive answers to a query, and to support various types of queries (e.g. a query for the minimum price of a two year old BMW).

One major goal of the use of aggregated information is to reduce the further submission of unsuccessful queries to the connected providers. For example, if the minimum price for a set of stored offers is larger than the upper price limit given in a query, we are then sure that there can not be an answer which meets the query, i.e. based on the aggregated values alone, we can avoid to send the query any further.

2.2 Hierarchical Clustering and Query Passing by Brokers

A second idea is to use a hierarchical structure of so called brokers which control the flow and distribution of queries. Each broker is associated with its own search space, and via its search space, it is associated to its own cluster of product offers which are contained in the search space. For the purpose of query optimization, each broker stores the aggregated values for both the number of offers contained in its associated cluster, and the minimum and maximum attribute values found in each attribute of the product offers of its associated cluster. The brokers are arranged in a broker hierarchy in such a way that whenever two brokers exist in a parent-child relationship, the search space associated to the child broker is a subset of the search space associated with the parent broker, and thus the cluster of each child broker contains a subset of the product offers that are contained in the parent broker. At the bottom layer of our broker hierarchy, each provider is connected to the electronic market via a private bottom layer broker, which transforms all queries into the provider’s native data format and transforms the answers back to the data format of the marketplace, i.e. each bottom layer broker operates as a proxy for the provider.

Our goal is to identify the bottom layer brokers which can answer a customer’s query completely, but submit queries to as few associated providers (and brokers respectively) as possible. In order to minimize the submission of queries to bottom layer brokers, we introduce intermediate brokers which summarize the information of brokers that provide ‘similar’ offers to the given queries. The idea behind the introduction of intermediate brokers is to cluster similar offers of different providers depending on the queries. Clustering shall be performed in such a way, that those offers which match the same query are likely to be in the same cluster, and other offers are not in the same cluster. Each cluster of offers is managed by its own broker, such that the hierarchy of brokers supports hierarchical clustering of product offers. Having introduced hierarchical clustering, a query is always passed along the cluster hierar-
chy, i.e., from a parent broker to a subset of its child brokers. Within the following sections, we describe how queries are passed through the hierarchy of brokers.

In comparison to query passing, the aggregated information, which is used in order to optimize query passing from a parent broker to a child broker, is always passed in the opposite direction, i.e., from the child broker to the parent broker.

2.3 The Idea Behind Expanding the Search Space

A third basic idea is to determine typical queries and to use queries in order to expand the search space as follows. The whole search space is divided into multiple search spaces in such a way that many queries can eventually be answered completely by submitting them only to a subset of these search spaces.

For example, in the used car domain there may be one search space for old cars, i.e., cars built earlier than in the year 2000, whereas another search space contains new cars, i.e., cars built in 2000 or later. While queries for vintage cars can be answered by submitting them to the providers connected to the first search space only, queries for one year old cars can be submitted to only those providers which are connected to the second search space.

Expanding the search space is an iterative process, and each expansion operation selects one search space and then divides this search space into two new search spaces. At the beginning there is only a single search space, i.e., every query belongs to this search space. However, over time the application of the expansion operation provides us with a decision tree for search spaces, which guides the passing of queries down the broker hierarchy to all the connected providers.

2.4 A Decision Tree-Based Data Structure for the Distribution of Queries

The data structure which hands over queries within a given hierarchy from one broker to lower level brokers is a decision tree (for an example see Figure 1 below). Each node of such a decision tree represents one broker. For each node (except the leaf nodes), an attribute-value pair is used in order to divide the search space managed by the current broker into two sub search spaces, managed by the two subsequent brokers. The idea behind the attribute-value pair \((A, V)\) is to use the attribute value \(V\) in order to divide the range of attribute values given for the attribute \(A\) into two parts. When the expansion operation is carried out, offers are clustered into one of the two new search spaces, depending on their value \(V_2\) for the attribute \(A\). If the value \(V_2\) for the attribute \(A\) is less than or equal to \(V\), the offer belongs to the search space represented by the left successor node of the expanded decision tree node (we say that the offer is clustered there). Otherwise, the offer has an attribute value which is larger than \(V\), thus the offer belongs to the search space represented by the right successor node of the expanded decision tree node (and the offer is clustered there).

Each node \((A, V)\) of the decision tree is used to pass queries as follows. Whenever a conjunctive query contains a point query condition “\(A=V_2\)” or a range query condition “\(A<=V_2\)” for a constant value \(V_2\) which is less than or equal to \(V\), then the query is not passed to the right successor node of the actual decision tree node. Similarly, if the query contains a point query condition “\(A=V_2\)” or a range query condition “\(A>=V_2\)” for a constant value \(V_2\) which is greater than \(V\), then the query is not passed to the left successor node of the actual decision tree node. Otherwise, if no
further optimizations apply, the query is passed to both successor nodes of the decision tree, i.e. it is handled by both successor brokers. Whenever the decision tree node is a leaf node, the query is passed to all bottom layer brokers that are connected to this leaf node.

For example, Figure 1 shows a decision tree which contains an initial decision node (price,10000) and a second decision node (year,2000) which only applies for the low cost cars. The first decision node is used to pass queries as follows. Whenever a conjunctive query contains a point query condition “price=Value” or a range query condition “price<=Value” for a constant Value which is less than or equal to 10000, then the query is not passed to the right successor node of the actual decision tree node. Similarly, if the query contains a point query condition “price=Value” or a range query condition “price>=Value” for a constant Value which is greater than 10000, then the query is not passed to the left successor node of the actual decision tree node. Otherwise, if none of the optimizations which are described in the next section apply, the query is passed to both successor nodes of the decision tree, i.e. it is handled by both successor brokers.

Note that it is possible to keep multiple nodes (or even all nodes) of a decision tree within the same location, such that query passing via multiple brokers can be done at the same location. Therefore, besides the selection of the appropriate brokers, there is no overhead for query passing from one broker to a successor broker.

2.5 Using Aggregated Information in Order to Reduce the Distribution of Queries

As mentioned within Section 2.1, the brokers use aggregate values for counting the offers and for the storage of minimum and maximum attribute values of the offers of a cluster.

Whenever a query is submitted to a broker that has counted the number of 0 product offers within its cluster (i.e. within the search space which is represented by the broker), query processing is stopped here and returns an empty set of answers.

Furthermore, each broker uses its aggregated minimum and maximum attribute values of all its product offers as follows. Whenever a point query condition attribute=value searches for a value which is less than the aggregated minimum value or greater than the aggregated maximum value of the cluster, then query processing is stopped here, and the empty set is returned. A similar optimization is used for the upper and lower bounds for range query conditions.
2.6 Customers’ Local Brokers and Multiple Entry Points to Clustered Information

Since the user queries may differ from each other, the appropriate clustering technique may vary from query to query. In order to meet this requirement, we allow our system to support multiple entry points, i.e. multiple top-level brokers. These top-level brokers can be distinguished by the sets of attributes they support. For example, one entry point may support queries within special price ranges whereas another entry point may support queries for a specific car model and year. Depending on the actual query, it may be preferable to use one or the other entry point to the system. Each entry point belongs to a different top-level broker, i.e. starts a new broker hierarchy, which may be connected to a different set of intermediate brokers. In other words, there are multiple clustering hierarchies active in parallel within the whole system. Nevertheless, it is possible that the same intermediate broker is a sub-broker of different parent brokers within different broker hierarchies.

Initially a customer query is handed over to the customer’s local broker, i.e. a broker that resides at the site of the customer. The purpose of this local broker is to analyse the query and to transform it into a conjunction $QC$ and $QR$ of two queries, where $QC$ is a (possibly empty) conjunction of point or range queries and $QR$ is a (possibly empty) remainder which can not be further transformed into a conjunction of a remainder and a conjunctive point or range query. Then, the attributes found in $QC$ are used in order to select an appropriate hierarchy of brokers in order to answer the query. Whenever there are multiple possible hierarchies which can be used, a hierarchy selection procedure selects the hierarchy which is most appropriate to the given query.

Although our market place supports the efficient evaluation of conjunctive point or range queries, whenever they are currently supported by one of the hierarchies of brokers, our market place is not limited to this class of queries. Note that it is always possible to submit queries $Q$, the complexity of which goes beyond these conjunctive point or range queries. Whenever it is possible, $Q$ is transformed into an equivalent form $QC$ and $QR$, where $QC$ is a conjunctive range query and $QR$ is any remainder. In such a case, $QC$ can be used in order to pass the query through the broker hierarchy to a sufficient subset of providers that answer the query completely. Note however that a query $Q$ can also be answered, if it is not possible to transform $Q$ into such an equivalent conjunction $QC$ and $QR$. In this case, the query $Q$ must be broadcasted to all suppliers, i.e. the query workload in our electronic market for the query $Q$ is not worse than in the broadcast approach to query distribution.

3 Hierarchical Cluster Construction and Dynamic Extension of Cluster Hierarchies

3.1 When to Divide Which Attributes Within Which Search Space?

Expansion operations are only performed on leaf nodes of the decision tree, i.e. on brokers which are direct predecessors of bottom layer brokers. We use the queries passed through such a leaf node in order to decide on which attribute is used in an
expansion step to divide the search space. Each expansion decision selects one attribute to be the expansion attribute. An attribute can only be selected as an expansion attribute of a search space, if the search space allows for at least two different attribute values for this attribute.

The decision as to which attribute is chosen as an attribute for an expansion operation depends on the search space, the number of queries submitted to that search space and the number of product offers found for that search space. This means that within different search spaces, the attribute selected for the expansion operation and the time at which the expansion operation is applied will usually be different.

Each attribute which occurs within a query to a certain search space is a candidate for the expansion operation. However, the more frequently an attribute occurs within a query to this current search space, the more likely it will be used for an expansion operation.

In order to decide which attribute is to be used for an expansion operation, we count the frequency by which an attribute is used within a query (called attribute usage) for each attribute within each search space. Whenever the attribute usage increases beyond a given threshold and the number of answers within this data cluster is more than 0, we then divide this search space according to the given attribute. The two new leaf node brokers copy the attribute usage values for all attributes from the expanded node.

3.2 How Do We Divide the Search Space?

Within the expansion operation, the range of the expansion attribute is divided into two parts which are disjointed but together cover the whole range of the attribute. While in general it is possible to divide an attribute range at any value, we decided to always divide an interval in the middle because this simplifies a possible later recombination of expanded search spaces. Each bottom layer broker which has been previously attached to the cluster, must now be assigned to one of the resulting clusters. Furthermore, after an expansion operation has been applied to a search space, we compute aggregated data for the two new sub-clusters which result from the expansion operation. More specifically, for both sub-clusters, we compute minimum and maximum values of all the attributes and count the number of answers found for the two new clusters. This computation can be done by an upwards propagation of the values found in the provider’s proxy clusters that are sub-clusters of these two clusters.

3.3 Managing Multiple Hierarchies

Whenever there are a lot of queries which are not yet supported by the given hierarchy (or hierarchies) of brokers, it may be advantageous to build up one or more new hierarchies of brokers which support these types of queries. In order to explain what

---

1 In order to avoid that the same attribute is used for expansion operations again and again, we adjust the attribute usage of the expansion attribute to a lower value (50%) after copying it from the expanded node.

2 Note that we defined the domains of the attributes to contain discrete values. Thus, we are able to divide given intervals of concrete values.
happens, we define **supported attributes** and **supported queries** as follows. Whenever there is a decision tree which has an attribute $A_i$ as the expansion attribute of its root node, then the attribute $A_i$ is said to be a supported attribute. Let $QC$ be the conjunctive point or range query part of a given query $Q$, and let $A_1, \ldots, A_N$ be the attributes occurring in $QC$. If one of the attributes of $QC$ is supported by a broker hierarchy, we call the queries $Q$ and $QC$ **supported**, because we can pass the query $Q$ to this hierarchy. However, if none of the attributes of $QC$ is supported, we call $Q$ **unsupported**.

For each unsupported attribute, we count how many unsupported queries it occurs within. Whenever this number increases over a predefined threshold, the system installs a new top-level broker which supports this attribute. In other words, this new top-level broker performs an expansion operation on this attribute and thereby generates two sub-brokers. Thereafter, the appropriate bottom layer brokers are searched for and connected to both sub-brokers.

### 3.4 Update, Insertion and Deletion of Product Offers

Whenever a provider changes a product offer, the bottom layer brokers of this provider have to check whether or not this influences the stored aggregated data for minimum and maximum values, and whether or not the changed attribute values of the product offer cross the border of the associated search space of the bottom layer broker.

Whenever minimum or maximum values of a bottom layer broker are changed, the changes must be propagated to the higher level brokers. On the higher level brokers it is again checked as to whether or not the propagated changes modify the minimum and maximum values, and if so the changes are propagated further up the broker hierarchy.

Whenever the change of attribute values of a product offer crosses the border of the search space of a bottom layer broker, then this update of an offer can be treated as an insertion followed by a deletion.

Whenever a new product is offered by a provider which does not belong to a current search space associated with any bottom layer broker of this provider, then a new bottom layer broker for this new product offer has to be established at the interface of the electronic market to this provider. This is basically done by defining a new broker with all minimum and maximum attributes set to the current values found for the new product. Furthermore, this new broker has to be linked into each broker hierarchy, i.e. it has to be connected to that leaf node of each decision tree which represents a search space containing the product description described by this broker. In order to find the correct decision tree leaf node within each broker hierarchy, a point query is submitted to each broker hierarchy, and the data for the new product is used in order to specify the attribute-value pairs of the point query. The same query passing mechanism which is also used for conventional queries is used in order to find the correct leaf node. The only difference is that these queries are not counted in order to find expansion attributes, and that the re-computation of sum and aggregate values is done on the fly.

Whenever a product offer is deleted from a provider’s data source, it has to be checked for every bottom level broker, whether or not there are other offers within the same search space. If so, only the minimum and maximum values and the number of offers have to be adjusted and propagated in a similar manner as they are propagated
when an expansion operation occurs. If a search space becomes empty via a deletion operation, i.e. there is no product offer found in this search space any more, the number of product offers of this search space is set to 0. Thereby, this search space becomes a candidate search space which may eventually be combined with an adjacent search space. Adjacent search spaces are search spaces which have identical parent search spaces. Combining two adjacent search spaces can be regarded as the opposite operation of expanding a search space. The only purpose of combining two search spaces is to reduce the number of search spaces which have to be handled by the system. When memory is not a bottleneck, the combination of search spaces is not necessary.

4 Performance Evaluation and Results

4.1 Scenario and Data Used for Performance Evaluation

The test scenario that we use to evaluate the proposed solution is the car retail business, with a real-world data set compromising approx. 15500 offers originating from 60 dealers. The data set was retrieved from an existing, centralized internet marketplace. A well-defined filtering was applied to the original data, eliminating small sellers (with less than 10 cars) and also achieving a close-to-normal distribution of the represented dealer inventory sizes. Test runs consist of a number of synthetically generated queries being sent to the system, while workload data is captured. Each test is based on a specific type of query, which is defined by the set of attributes in the query conjunction, and the distribution of values over the ranges specified for these attributes. The query distribution in most tests is equivalent to the data distribution – e.g., the most frequently offered brand would be the one most often asked for. In addition, queries with random attribute value distributions are tested separately (Test 1a in Table 1 at the end of Section 4) in order to see whether this would have any significantly different effect on results. The length of the tests has been chosen so that broker saturation is reached: a point at which there are virtually no further modifications to the search space and thus the results remain constant – i.e., the standard deviation of the workload over the last time interval is low.

4.2 Results

As our optimization goal is to reduce the query workload on the provider’s data – especially for a high workload of user queries, we vary the number of user queries received at the system entry point of the electronic market. For each dealer, we measure how many queries reach this dealer during an interval of 10 user queries. The sum of these values constitutes the total query workload during the respective interval.

Figure 2 depicts the total query workload over the course of tests 1-3, which are based on a distribution of attribute values equivalent to that of the data set. Up to about the first 500 customer queries, the system load will for short moments exceed the query workload of broadcasting (which we take as the 100% workload comparison value). However, while at saturation, the query workload falls below 25% of the query workload of broadcasting. The final load for Test 3 is particularly low, i.e. ap-
proximately 2% of the load of broadcasting, which can be explained by the high selectivity of the underlying query type.

![Graph showing total query workload for tests 1-3](image)

**Fig. 2.** Total query workload for tests 1-3

In order to better understand the benefits and costs of the system, the total load is further divided into *net load*, i.e. user queries actually routed to dealers, and *overhead*, i.e. queries submitted by the broker while expanding search spaces. To put the load factors into perspective, they are compared to the load of query broadcasting. Figure 3 shows the breakdown of the total query workload for Test 1. The overhead graph (and by implication, the total workload) shows characteristic spikes that correspond to search space adjustments and associated broker-initiated queries - however, the spikes diminish with increasing saturation of the system. At the same time, the net load, which starts at 100% when no routing information is available, decreases continuously.

![Graph showing query workload breakdown for Test 1](image)

**Fig. 3.** Query workload breakdown for Test 1
In addition, we capture the total memory usage of the broker as a second load variable. It is measured as a percentage of the total data set size (see Figure 4). At saturation, it is in the range of 7.5% to 10% for the various test cases. These values depend on the broker parameters used, which are equal for all test cases.

![Graph showing memory usage vs. number of user queries](image)

**Fig. 4.** Memory usage depending on the number of incoming queries

Note however that by tweaking these parameters, a different memory-consumption/query-workload ratio can be achieved. For example, for test case 1, the search space adjustments could be stopped at 5% memory usage (after 420 user queries), in which case the final system load would be 40% (see net workload in Figure 3), which is still a 60% saving compared to broadcasting.

Table 1 shows a snapshot of total query workload and memory usage for all four types of queries that have been run, at a point when saturation was reached (1500 user queries processed). It includes the additional Test 1a, which is a variation of Test 1 that uses equally distributed values for query ranges (e.g., each car make is requested equally as often). The small difference in the workload for Test 1 and Test 1a indicates that query value distribution has a limited effect on workload.

<table>
<thead>
<tr>
<th>Test #</th>
<th>Query Attributes</th>
<th>Workload</th>
<th>Memory Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Make, Price</td>
<td>9.7%</td>
<td>8%</td>
</tr>
<tr>
<td>2</td>
<td>Make, Price, Engine Type</td>
<td>10.0%</td>
<td>9%</td>
</tr>
<tr>
<td>3</td>
<td>Make, Price, Engine Type, Year of Manufact.</td>
<td>1.7%</td>
<td>8%</td>
</tr>
<tr>
<td>1a</td>
<td>Make, Price (equally distributed)</td>
<td>11.3%</td>
<td>7%</td>
</tr>
</tbody>
</table>

### Table 1. Summary of system performance at saturation (1500 user queries)

5 **Summary and Conclusions**

We have presented a query distribution system for an electronic market which is to the best of our knowledge the first system which combines the following ideas. Queries are filtered using hierarchically structured routing techniques via decision trees. This enables our system to reduce the amount of “unnecessary” queries, i.e. queries which are sent to a provider which can not contribute to the answer of the query. Furthermore, the decision trees which are used for query routing divide the domains for discrete attributes. They aggregate and store minimum and maximum values for at-
tributes of product offers, as well as the number of found product offers within each cluster, from the values given for its sub-clusters. Compared to the propagation of complex query results, aggregated data can be easily propagated within a hierarchy of brokers. The aggregated data is used in order to pre-select brokers and thereby clusters of product offers to which a given query has to be passed, i.e. this aggregated information helps to identify the providers which can contribute to the answer of the query.

In order to evaluate the query workload saved by our approach, we have used over 15000 product offers originating from 60 used-car dealers. The workload evaluation shows that our approach significantly outperforms the standard (broadcasting) approach, when there is a high workload of queries submitted to the market place. Our approach performs better than the broadcasting approach, when there are more than 1500 queries in total submitted to the market place. Depending on the kind of user queries, we can reduce the number of useless queries in such a scenario by 75% at a minimum and up to 98 % in the best case. Therefore, we consider our approach to be a significant improvement of query management in distributed electronic market places.
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Abstract. Data aspects in workflow systems did not yet receive the same attention as process aspects. Various kinds of data are processed in workflow system: from case data to process data, from internal data to access to external databases or document exchanges in inter-organizational workflows. We propose a uniform treatment of all kinds of data in workflow definition and provide abstraction mechanism which allow transparent access to all kinds of data in a uniform way. We use XML as data access language in our workflow definition language WDL-X. The concept contributes to transparency of data location and logical and physical data independence of workflow systems. It facilitates the reuse of pre-defined activities and subworkflows on different data sets and eases the interaction of a workflow with its environment by abstracting from the actual representation of data.

1 Introduction

Data in Workflows. Workflow management systems (WfMSs) are not intended to provide general data management systems capabilities, although they have to be able to administer large amounts of data. According to the Workflow Management Coalition (WfMC), which tries to come up with a generally accepted terminology, we should distinguish three kinds of data in workflows [20]. Workflow control data are managed by a WfMS and describe workflow execution (e.g. control and data flow among activities), relevant internally for a WfMS and without a long-term impact beyond the scope of the current workflow (e.g. a termination state of an activity). Application data are managed by the applications supporting the process instance and generally are never seen by the WfMS. Workflow relevant data are used by the WfMS to determine the state transitions of a workflow (e.g. transition conditions) and may be accessed both by the WfMS and the applications.

There are also other proposals for classifying data in workflows. Case data contain data directly related to an individual case (e.g. insurance claim data in an insurance claim workflow instance), whereas master data contain data not directly related to an individual case, more general data, used in many different contexts (e.g. customer data). Structured data can be interpreted by a WfMS, while unstructured documents (e.g. pictures) cannot.

These different data categories are not disjoint. For example case data can be workflow relevant data and master data might be application data. It is also
possible that some data are required by the WfMS (workflow relevant data) and applications (application data) in the same time.

We generalize all these classes of data into business data and workflow control data (or control data for short). Business data describe persistent business information necessary to run an enterprise. These data may be accessed by a WfMS, invoked applications and other systems independent from the WfMS. Control data has the same interpretation as in [20].

Data used within a workflow by a WfMS may be in different types and formats. Basically each product uses different solutions varying from the minimal set of built-in primitive types (number, string, date) [2] to user defined types (e.g. HTML forms in Panta Rhei [7] or ER-diagrams in LEU [11]).

**Workflow Repositories and External Data Sources.** Workflow repositories are used practically by every WfMS to store their data. A process model repository stores information about process models (e.g. activity types, data types etc.) and a process repository stores all process specific information (control data and part of the business data) [11]. As a repository could be used a file system managed by a WfMS (e.g. Staffware classic [18]), a RDBMS (e.g. Panta Rhei [7]) or an OODBMS [13]. The authors of the system Meteor [15] proposed the XML repository RepoX [17] for storing definitions of workflow processes in the form of XML documents.

Control data are usually stored in a repository. Business data may be either controlled by a WfMS and stored in the repository or may be managed in external systems (e.g. corporate database) and the WfMS maintains references to these data in the external systems. Access to these external data is frequently provided by automatic activities or other means which are not a part of the WfMS (e.g. Automatic Steps and Scripts in Staffware [18], system invoked activities in Panta Rhei [7]). In this case most of the activity programming will be related to updating external databases. An important drawback of this approach is that these WfMS-external data can only be used indirectly as workflow relevant data, e.g. be queried for control decisions, because the WfMS needs a direct data access to determine the state transitions.

We propose to provide a WfMS with a uniform and transparent access method to all business data stored in any data source. The WfMS should be able to use data coming from external and independent systems to determine a state transition or to pass it between activities as parameters.

**XML and Workflows.** The importance of XML technology is increasing tremendously for workflow management. The WfMC presented two standards based on XML. The Wf-XML [21] supports interoperability between multiple workflow enactment services. XPDL [22] is designed to exchange workflow process definitions between different WfMSs. It allows the use within workflow definition data typed with XML Schema. However, it does not state how complex XML documents can be tested in expressions. Moreover, XPDL does not specify how one can access environmental data within a process definition.

A fully XML based approach to workflow processing is presented in [14]. Participants of a workflow exchange messages described in XML language X-MSG.
The workflow itself is defined in another XML language X-IBP. The process control logic called XS-PCL is written in XSL.

Another approach for processing XML documents in WfMSs is presented in [3]. The authors proposed to partition a single XML document into several meaningful segments. A segment is a unit of work that can be performed by an activity in a workflow process.

XML is the main data format in many B2B standards (e.g. ebXML [5]). Also web services extensively use XML (e.g. BPEL4WS [1]). Methods for integrating WfMSs with standards for web services are becoming more important [16].

We propose to use XML as the main business data format at every stage of workflow processing. A WfMS should be able to test conditions on XML data to determine the state transitions, regardless of where these data are stored and maintained. Data-passing between activities should also rely on XML-standards, independent of whether these activities are internal to a workflow or external. Both goals aim at a seamless integration of intra-organizational and trans-organisational workflow and on location transparency of data.

The remainder of this paper is organized as follows: In Section 2 we present the idea of uniform access to XML data in workflows with an example. Section 3 contains a metamodel for describing XML data and data access plug-ins. In Section 4 we present an architecture for providing a WfMS with transparent access to XML documents stored in different data sources. Section 5 describes the mechanism of data access plug-ins. We draw some conclusions in Section 6.

2 Uniform XML Based Data Access

The work we present here is a continuation of our work in workflow systems. Our workflow system Panta Rhei [7] used a form-flow metaphor to provide access to workflow specific data. For interorganizational workflows [6] we saw the necessity to define adaptors to accommodate to different document definitions of partner organizations (clients, suppliers, etc.) and we then represented case data in XML [9] for interacting with other workflow or application systems. Now we propose XML as data representation and access methodology everywhere in the workflow definition where data is accessed.

In a nutshell our approach is as follows:

– We use XML schema to describe the structure of all data.
– Activity and workflow definitions use XML-types for characterizing input and output parameter. These types are views on the actual data storage.
– XPath is used for accessing data and evaluating conditions.
– Access methods link the parameters to the actual data stores.
– Access methods may be associated with parameters and variables at run-time.

We illustrate the main concepts of our approach with an example. First we propose to use XML Schema types [10] to describe all kinds of data. XML Schema types describing business data are used in many workflows within an enterprise
A workflow graph with an example workflow describing the shipment of an order is presented in Fig. 1.

The workflow definition may be also represented in a script language called WDL-X. It extends the Workflow Definition Language (WDL) [7] by replacing all data definition and data access with XML technology. A script corresponding to the example is presented in Fig. 2.

A document describing the order is passed to the process as an input parameter (line 1). The parameter comes from the outside of the workflow. E.g. it may be passed by a business partner activating the workflow as a web-service, or the workflow is invoked as a subworkflow in some more complex process.

Apart from the order two other documents (invoice and notification declared in lines 2 and 3) are passed between the activities. All documents are typed with XML Schema (e.g. orderType). The definition of the simplified XML Schema type and an example of the order are in Fig. 3.

Processes and activities can accept parameters in one of the following modes: IN - as an input parameter (read only), OUT - as an output parameter (write only) and INOUT - as an in- and output parameter (read/write). In the example are several activities, which accept as parameters XML documents in the described modes, e.g.: notifyCustomer (INOUT notification : notificationType) or produceInvoice (IN order : orderType, OUT invoice : invoiceType).
First a human actor warehouseman executes the manual activity collectOrder. This activity produces a new notification instance. Afterwards a salesman has to produce an invoice. Depending on the delivery method indicated in the order it is shipped by DHL or by post. At the end the system automatically notifies the customer per e-mail about the shipment.

The example in Fig. 2 illustrates the new concepts of our approach. The WfMS works with valid XML documents typed with XML Schema. These data are accessed in a uniform way regardless of where they are stored. This is achieved by special, replaceable and reusable wrappers of external data sources called data access plug-ins (see sec. 5). A data access plug-in is passed to the example workflow definition in line 1 as an input parameter plugIn. This plug-in is later used to access an XML document of type invoiceType (line 2). Documents may also be stored locally in a process repository. In such a way the document notification is accessed (line 3).

Data access plug-ins increase productivity and flexibility of the WfMS. We are able to specify a workflow definition and say where the data come from during the instantiation of this definition. Data access plug-ins may also be declared as constants in WDL-X, passed as elements of any document the process receives, or predefined during the instantiation in a process control sheet, which includes control data of the process.

To control the flow of the workflow an XPath expression may be evaluated on XML documents as in the line 7 of the example. Documents tested in this way can be accessed by a data access plug-in. Thus workflow relevant data do not have to be stored in the process repository anymore.

Fig. 3. XML Schema type definition and an example XML document instance
3 Metamodel

We propose a new metamodel (Fig. 4) for static workflow schema aspects. It describes a workflow and related actors, activities and data. It focuses on data aspects by describing XML documents, XML Schema types, data access plug-ins and forms. XML Schema types describe XML documents passed between activities and accessed by various data access plug-ins. XSLT transformations provide transformations between various types. Simple data items of XML documents can be addressed with XPath expressions and be used to define conditions.

Activities are either (external) workflows, elementary or complex activities. Elementary activities are either automated or manual activities. Complex activities are composed of other activities. The type of a complex activity describes its control structure (seq for a sequential, par for parallel and cond for conditional). Agents are responsible for executing activities. An agent may be a user, or a role.

Activities can accept parameters in one of the access modes. The XML documents are passed as parameters between activities. Each XML document has one root element of one XML Schema type. Types are either simple or complex. A complex type can have attributes and elements. A new type can be derived from an other type. Attributes are always of a simple type, elements can be either of a simple or a complex type. XML documents can be accessed by data access plug-ins. Each plug-in is capable of accessing XML documents of one or more XML Schema types. A document of one type can be transformed to a document of another type by a transformation between the source and the target XML Schema type [8,12].

A simple data item is an attribute or an element of a simple type. The simple data item can be addressed within an XML document with an XPath expression. The simple data item (or a combination of several items) is used to uniquely identify the XML document in a collection of many documents of the same type. Simple data items are also used in conditional complex activities.

Manual activities need some way of presenting XML data to a human actor. We propose to use forms defined in XForms [4]. XForms can be parameterized and accept XML documents as input and produce XML documents as output.

4 Proposed Architecture

We propose a new architecture of a WfMS which supports the usage of XML documents at every stage of workflow processing and allows the WfMS to transparently access many sources of business data via data access plug-ins. The architecture is presented in Fig. 5. It includes new modules responsible for storing information about XML Schemas, managing data access plug-ins and for transforming between XML documents.

The Data Schema Manager registers XML Schemas according to the metamodel presented in section 3. A workflow designer may use registered types in a workflow specification. This part of the WfMS manages also the information about relations between types and the transformations between different types.
Fig. 4. Workflow metamodel
The **Data Transformation Manager** uses information about the registered XML Schema types and the transformations provided by the Data Schema Manager and transforms XML documents when necessary in workflow execution (e.g. to accept XML documents from business partners).

The **Worklist Manager** is responsible for worklists of the human actors and for the interaction with the client software (worklist handlers). The **Program Interaction Manager** calls programs implementing automated activities. It may also accept calls from the external systems e.g. Wf-XML messages. The **Workflow Engine** provides operational functions to support the execution of instances of business process, based on the process definitions [20]. The Plug-in Manager is described in section 5.

### 5 Data Access Plug-Ins

The Data Plug-in Manager controls *data access plug-ins*. A data access plug-in is a replaceable and reusable wrapper of an external and independent data source. Each plug-in must be registered with the manager together with it’s applicable XML Schema types. The requirements for the data access plug-in are:

- Evaluation of an XPath expression on a selected XML document.

The data access plug-in can be wrapped around any data source if it provides the described functionality, e.g. files from a file system, XML views over relational or object-relational databases, or native XML databases. Thus the WfMS can access legacy databases easily.
Consider the following frequent scenario: an enterprise has a large database with the customer data which are used in many processes. In our approach the company defines a XML Schema type describing customer data and implements a plug-in, which wraps this database and retrieves and stores customer data in XML format. The XML type has to be registered in the Data Schema Manager and the plug-in in the Data Plug-in Manager. From now on in all workflow definition the plug-in can be used for accessing customer data. This approach has many advantages:

- Business data from external systems are directly accessible by the WfMS. Thus these data can be also used as workflow relevant data.
- Both XML Schema type and the data access plug-in are reusable. They can be used in many workflow definitions.
- This solution is easily evolvable and maintainable. If the customer data have to be moved to a different data source, it is sufficient to use another plug-in (see sec. 2). The workflow definition and activities remain basically unchanged.
- All data in the workflow are in XML form. This simplifies data transformations with many technologies developed for XML. Thus the seamless integration with other partners and B2B standards is much easier.

With improved technology for XML-views over relational data, which allows not only retrieving but also updating data [19], the implementation of plug-ins will become easier. Modern type system will also allow for the creation of generic plug-ins on the definition level which are then adaptive to the actual sources in the implementation.

6 Conclusions

The main contributions of the presented approach for uniform access to data in workflows are:

- All data in workflows (application data, process data, external data sources, etc.) are described, represented and processed in a uniform way.
- We offer a simple and transparent mechanism for accessing data stored in many different data sources (workflow repository, external systems).
- Seamless integration with external systems can be achieved by exchange of process and application data in XML format.
- XML data types and data access plug-ins can be reused in many workflow definitions.
- Reuse of subworkflows and activities is made easier and is no longer prohibited by differences in data representation.

The concept and the architecture we propose strives for achieving true physical and logical independence of process and data. The abstraction represented in exchangeable plug-ins for data access frees workflow definitions from the accidentality of representation formats. Besides the obvious advantages for intra- and interorganizational exchange of data and documents, maintenance and evolution of workflow systems will benefit considerably.
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Abstract. Web services are a very appropriate communication mechanism to perform distributed business processes among several organisations. These processes should be reliable, because a failure in them can cause high economic losses. To increase their reliability at design time, we have developed VERBUS, a framework for the formal verification of business processes. VERBUS can automatically translate business process definitions to specifications verifiable in several available tools. It is based on a modular and extensible architecture: new process definition languages and verification tools can be added easily to the framework. The prototype of VERBUS presented in this work can verify BPEL4WS process specifications, by translating them to Promela. The Promela specifications are verified with the well known model checker Spin. In this paper we describe the general architecture of VERBUS and how BPEL4WS specifications are translated and verified. The explanation is completed by describing what types of properties can be verified and providing an overview of the implementation.

1 Introduction

Inter–organisational business processes are a key technology for business to business collaborations. Nowadays many enterprises have automated their internal business processes with workflow technologies. They have now a new challenge: the automation of their collaborations with partner enterprises, in open and very dynamic environments, to accelerate their business in a cost–effective manner. Web services are a promising technology to support these type of collaborations [1, 2]. It is an XML–based middleware technology that provides RPC–like remote communication, using in most cases SOAP over HTTP.

Web services provide a state–less communication mechanism: WSDL can specify remote operations and their input and output parameters, but not the relations between several operations. Business processes have a state. Therefore, new languages are necessary to execute business processes on top of Web services. Several languages have been used to model these business processes [2]. They are often called choreography languages, because they specify the order in...
which the activities of the process must be executed. The most important are BPEL4WS [3], BPML [4] and ebXML BPSS [5]. Among them, only BPEL4WS is specific for Web services. The Web Services Choreography Working Group of the World Wide Web Consortium (W3C) is also currently developing a new Web services choreography language.

Complex business collaborations require the specification of complex business processes. Specifying complex processes is error prone, due to concurrency in the execution of activities, the possibility of communication errors, faults in remote systems, etc. Enterprises can only trust in this technology if the correctness of the processes can be ensured, because a failure in them can cause high economic losses. In this work we present VERBUS (VERification for BUSiness processes), a system for automatic verification of business processes using model–checking. Its main objective is to help process designers to ensure the correctness of the defined processes. The current prototype receives an input BPEL4WS process specification and a set of properties that the designer wants to verify. Then the system automatically translates the specification to a formal specification language and verifies it using a model–checker. If a property is found to be false, the system gives a counter–example to the designer. VERBUS is modular and extensible: new process definition languages and verification tools can be easily added to the framework.

Several works have been done previously on business processes verification. Woflan [6] is a Petri–Net based verification tool. It can perform verifications on workflow definitions, and was integrated with several commercial workflow management systems. In [7] formal semantics are defined for UML activity diagrams to allow the verification of workflow processes defined with these formalisms. It uses the SMV model checker. A framework for the verification of Web services is proposed in [8]. It can perform analysis on a Web service described with DAML-S by translating the description to a Petri–Net based model.

None of these works can be applied to BPEL4WS processes. The results of these works are specific, both in terms of process modelling language and verification tool. However, VERBUS proposes a framework in which several process definitions languages and verification tools can be integrated, based on a common intermediate formal model. This formal model is very simple, but can represent complex semantics like the fault handling mechanism of BPEL4WS in a straightforward way, as showed in the next sections.

This paper is organised as follows. Section 2 makes a brief introduction to BPEL4WS. Section 3 describes the main architecture of VERBUS. Section 4 explains how VERBUS translates BPEL4WS processes to its formal model. Section 5 explains the possibilities that VERBUS offers for performing verifications. Finally, the main conclusions of this work are summarised.

2 Modelling Business Processes with BPEL4WS

It was developed by Microsoft, IBM, BEA, Siebel Systems and SAP. It allows the specification of executable processes and business protocols. An executable process defines the behaviour of a participant in a collaboration. A business protocol defines the message exchange of all the participants involved in a collaboration.

BPEL4WS provides basic activity structuring (sequential and parallel composition, conditional execution and loops), variables, hierarchical activity composition with scopes, Web services based communication (invocation of remote Web services operations and providing Web services operations to remote systems), event handling and fault and compensation handling mechanisms.

Activities are executed in the context provided by a scope. Each scope contains activities and data. All the activities contained in a scope share the same context. Scopes can be hierarchically nested. The root of the hierarchy is the process, that can be viewed as a special scope. It can contain any number of children scopes. Each scope can contain also children scopes, and so on. Scopes store data in variables, that can be accessed by any activity contained by this scope, or any scope nested in it.

Scopes are also important for fault and compensation handling. The fault handling mechanism is very similar to the Java exception handling mechanism. An activity can throw faults to notify an error in its execution. Faults can be handled by a scope or, if not, they are re–thrown to the next enclosing scope. Section 4.4 explains this in detail. The compensation mechanism allows the specification of transactional behaviour for business processes. Each scope can define a compensation handler to make the rollback of the actions that were executed by the scope. This handler is executed when the scope has successfully completed but it must be compensated due to faults that occurred in other scopes.

3 The VERBUS Framework

VERBUS is a modular and extensible framework for the verification of business processes. It proposes an architecture with three layers, as showed in Fig. 1. The design model (layer 3) deals with the design of business processes, using specification languages like BPEL4WS or BPML, for example. The formal model (layer 2) deals with the specification of processes using a formal model. VERBUS defines its own formal model for this layer, based on Finite State Machines (FSMs). The verification model (layer 1) deals with the verification of business processes. Several general–purpose verification tools can be placed in this layer, such as Spin [9] or SMV [10].
Layer 3 specifications are translated to formal (layer 2) specifications using automatic translation tools. There is one tool for each layer 3 language. Layer 2 specifications are also translated to verification languages using automatic translation tools. There is one tool for each verification language, because each verification tool has normally a specific input language. Layer 2 is an intermediate layer that increases the modularity and extensibility of the system, by disconnecting the design and verification layers. Thus, only one translation tool is needed when introducing a new verification tool in the framework, and it will be available to specifications defined in any language in the design layer. The same applies to the introduction of new layer 3 languages.

The current prototype of VERBUS implements two translation tools. One of them translates a BPEL4WS process specification to a formal specification. The other translates a layer 2 specification to a Promela [9] specification, that can be verified with the model-checker Spin.

3.1 The VERBUS Formal Model

The formal model used in the layer 2 of VERBUS is based on FSMs. It is briefly presented here. Its formal definition is given in [11].

A process is composed by a set of attributes and a set of transitions. At a given moment, each attribute has a value within a set of possible values. The value of all the attributes of the process at a given moment establishes its state. The process progresses from one state to another by means of transitions. A transition is a pair of states (origin and destination) that defines a possible progress of the process. The process starts at an initial state. Then it fires transitions, until it reaches a state that is not in the origin of any transition. This state implies the completion of the process and is called a final state.

The FSM of a business process has normally many transitions. In order to avoid defining them explicitly, VERBUS represents them with functional transitions. A functional transition is defined by two predicates: domain and action. The domain defines a set of states that are origin of transitions. The action defines how these origin states change to obtain the final states. Therefore a functional transition represents a set of transitions that share a similar behaviour.

The concepts of entity, entity type and activity are introduced as notational elements, to make specifications more readable. However, they do not affect the basic formalism. An entity type is a group of typed fields (boolean, enumerated or integer types). An entity is an instance of an entity type. Each field of an entity type generates as many attributes as times its data type is instantiated. An activity is a logical unit for grouping related functional transitions.

4 Translating BPEL4WS to the VERBUS Formal Model

The translation of BPEL4WS specifications to the formal model is the most complex functionality of VERBUS. This section summarises how it is done. The translation of sequences and the fault-handling mechanism were selected
as representative examples of how the translation is performed. The current prototype of VERBUS can translate also any of the other activities. In the web page of the VERBUS project (http://www.it.uc3m.es/jaf/verbus) there are several examples that show how VERBUS translates these other activities.

4.1 Variables

BPEL4WS variables are mapped to VERBUS entities. Each variable is an instance of a data type defined by a WSDL message, an XML element or an XML Schema type. First, the data type is transformed to an entity type. Then it is instantiated as an entity. Simple data types are transformed to VERBUS data types if possible (boolean, enumerated and integer), or declared as abstract otherwise. Complex data types are transformed by recursively transforming their components. Fig. 2 shows an example. The message type OrderMessage has two parts: urgent and order. The part urgent is a simple type and so it is translated to a boolean field in the VERBUS entity type. The part order is a complex type: the sequence of the elements productId (string) and colour (enumerated data type). It is translated to two fields, one for each element.

4.2 Activities

The execution of each BPEL4WS activity instance is controlled by a life–cycle. Depending on the type of activity two different life–cycle types were identified in this work. The general life–cycle is used for activities that can have handlers (process, scope and invoke). The simple life–cycle is used for the other activities. Both life–cycle types are represented in Fig. 3.

Each activity is mapped to an entity and several functional transitions. The entity represents the state of the activity in its life–cycle. The functional transitions represent the way the activity can progress through its life–cycle and how
Fig. 3. Life–cycle for activities. The general life–cycle is on the left and the simple life–cycle is on the right. States are labelled with uppercase letters and transitions with lowercase letters. States containing a black dot can be final states of the life–cycle

it affects to the attributes of the process. The concrete functional transitions of each activity depend on its activity type. However, there are several rules that are common to almost all activities.

Activity instances have always a $begin$ transition, that represents the beginning of their execution. Its domain represents the preconditions of the activity. Normally it is a condition that checks the state of other activities (depending on the type of its parent activity), and its own state (it must be $not\_started$). Its action changes the state of the activity to $running$.

Activity instances have normally a $complete$ transition also, that represents the end of their execution. Its domain checks that the activity is in $running$ state. Depending on the activity type, it may include other conditions. Its action puts the activity in $complete$ state, and can change also attributes of the process to represent the effects of the activity execution.

If an activity has a non–deterministic behaviour then it is normally modelled with several mutually–exclusive functional transitions. Each of them represents a different behaviour of the activity. Examples of non–deterministic behaviour are $pick$ activities, activities that can throw faults, $receive$ or $invoke$ activities that can receive messages with different data, etc.

4.3 Sequence Activity

The BPEL4WS sequence activity can contain one or more inner activities, that must be executed in sequential order. Given an activity in the sequence, it can begin its execution only if its preceding activity has been completed. The sequence itself is completed when its last inner activity has been completed.
<sequence name="main">
  <receive name="init" />...
  <switch name="switch">...</switch>
  <scope name="end">...</scope>
</sequence>

activity main_act_2 {
  transition begin {
    domain: {main_act_2_lc__.state=not_started}
    action: {main_act_2_lc__.state=running}}
  transition complete {
    domain: {(main_act_2_lc__.state=running &
              end_act_11_lc__.state=completed)}
    action: {main_act_2_lc__.state=completed}}
  } activity init_act_3 {
  transition begin {
    domain: {(main_act_2_lc__.state=running &
              init_act_3_lc__.state=not_started)}
    action: {init_act_3_lc__.state=running}}
  transition complete {...}
  } activity switch_act_4 {
  transition begin {
    domain: {(init_act_3_lc__.state=completed & ...)}
    action: {(switch_act_4_lc__.state=running & ...)}
    ...
  }
  activity end_act_11 {
  transition begin {
    domain: {(switch_act_4_lc__.state=completed & ...)}
    action: {end_act_11_lc__.state=running}}
    ...
  }

Fig. 4. Mapping a BPEL4WS sequence. The examples is abbreviated to highlight the most important conditions and transitions

This behaviour is modelled by adding a condition to the domain of the begin transition of each inner activity and a condition to the domain of the complete transition of the sequence activity. The condition added to the first inner activity states that the sequence activity must be in running state. The condition added to the other inner activities states that the previous activity must be in completed state. The condition added to the complete transition of the sequence activity states that the last inner activity must be in completed state. Fig. 4 shows an example.

4.4 Fault Handling

BPEL4WS has a powerful fault–handling mechanism. The process, scope and invoke activities can contain fault handlers. When a fault is thrown in a given activity, a handler in the immediately enclosing scope, process or invoke is selected, based on the fault name and variable type. Before the handler is executed, all the running inner activities of this scope are cancelled. If no handler is appropriate, then the whole scope is cancelled, and the fault is re–thrown to the next enclosing scope. A fault that reaches the process level causes the cancellation of the whole process.

To manage the fault–handling mechanism, several attributes are added to the general life–cycle entity type. One of them is boolean and its value is true when a fault has occurred in the activity. The other is enumerated, and its value...
specifies which is the selected handler when a fault has occurred. The activity contained in each fault handler checks these variables as a precondition for its execution.

The cancellation mechanism is needed to implement fault–handling. It is implemented in VERBUS in this way: a scope that must be cancelled puts itself in fault–cancelling state. Its inner activity has a transition that cancels itself if the scope is in fault–cancelling state. In a similar way, if this activity has inner activities, they detect this cancellation and cancel themselves, and so on. The scope has a transition that puts itself in faulted state when none of its inner activities is running. At this moment the activity of the fault handler is allowed to start its execution. When this activity completes its execution, the scope puts itself in completed state.

4.5 Prototype Implementation

The current prototype of VERBUS is mainly composed by a BPEL4WS to VERBUS translator and a VERBUS to Promela translator. It is based on the BPEL4WS specification version 1.1 [3]. It was developed in Java and uses the open source libraries Xerces, Xalan and WSDL4J. The prototype works in command line, but a graphical user interface is currently under development. It will incorporate a graphical editor of BPEL4WS processes.

The main lack of the current prototype is the compensation mechanism, because of the complexity associated with it: a copy of all the variables must be saved for each completed activity instance, because they must be compensated using the value that variables had when they were completed. While loops even make this more complex, because multiple instances of each inner activity can be created. This feature will be handled in future versions of VERBUS, by storing a copy of attributes for each completed activity. This will increase the complexity of the verification, and therefore a configurable parameter will be added to limit the maximum number of activity instances.

5 Verification of Processes

The main goal of VERBUS is the verification of business process specifications. VERBUS allows the modeller to state properties that must be true for a given process specification, and checks whether these properties are true or false for it. If some property is found to be false, VERBUS gives a counterexample. From the point of view of the formal layer, properties are expressed with boolean predicates about the value of the attributes of the process. The current prototype of VERBUS can verify several types of safety and liveness properties:

- Invariants: an invariant is a predicate that must be true in every reachable state. From the point of view of the BPEL4WS process, invariants look like for every state if the activity named “init” is running, the part “urgent” of the global variable “order” must have a false value. The counterpart property in the formal model layer is: !(init_act_3.state=running & order).
- **Goals**: a goal is a predicate that must be true in every reachable final state. I.e. the predicate must be true whenever the process stops its execution. VERBUS adds automatically one goal to ensure that the process and all the activities are in a valid final state of their life–cycle (not started, completed, cancelled or compensated) when the process reaches a final state. Thus any dead–lock or process block is detected. Goals like *when the process completes its execution the part “urgent” of the global variable “order” must have a false value* can detect functional errors in specifications.

- **Transition pre and post–conditions**: given a transition, a pre–condition (post–condition) is a predicate that must be true always immediately before (after) the execution of the transition. An example is: *immediately before the activity named “init” completes its execution the part “urgent” of the global variable “order” must have a true value.*

- **Activity reachability analysis**: VERBUS can detect transitions that can not be executed in any trace of the process. Thus activities that can never be started are detected, for example.

- **Properties defined with LTL**: VERBUS can check properties expressed in LTL (Linear Temporal Logic). Using LTL the modeller can specify temporal causalities like *if the part “urgent” of the global variable “order” has a true value, then sometime in the future it must have a false value.*

Formal layer specifications can be translated to Promela in a very straightforward way. The generated Promela specifications have a main do loop, in which all the transitions of the process are defined. The domain of each transition acts as a guard, and appears before the action. There is an else statement that breaks the loop when no transition can be selected (process completion). After the loop, there is an assertion for each goal property. Assertions for invariants are placed in a concurrent Promela process. Assertions for pre and post–conditions are placed before or after the action of each transition. In [11] this translation is explained in more detail.

### 6 Conclusions

This work presents VERBUS, a modular and extensible framework for automatic business process verification. It proposes an architecture with three layers: the design layer, the formal layer and the verification layer. The formal layer is a business process specification model based on the FSMs formalism. It disconnects process description languages and verification languages. Process definitions (design layer) can be automatically translated to specifications in the formal layer. These specifications can be automatically translated to specifications in the verification layer and verified using verification tools.

Works had been done previously on business processes verification, but they can not be applied directly to BPEL4WS compositions. They use specific process description languages and verification tools. On the contrary, VERBUS provides an open framework in which several process description languages and verification tools can be integrated.
The implementation of a prototype of VERBUS has demonstrated the feasibility of the framework. The prototype is mainly composed by two translation tools. The first one translates BPEL4WS specifications to the formal model. The second one translates formal model specifications to Promela specifications, that can be verified using Spin. The VERBUS formal layer can model the flow control primitives commonly used in business processes. It is even expressive enough to model the complex fault handling and cancellation mechanisms of BPEL4WS.

As future work, this first prototype will be completed by implementing the BPEL4WS compensation mechanism. Support for new process specification languages like BPML and verification tools like SMV will be added to VERBUS.
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Abstract. Web service technology extends the existing web infrastructure by transforming it from a repository of documents to a source of services. As the number of web services increases, the provision of the appropriate service publication and discovery framework is of paramount importance for exploiting the full potential of the web service technology. This paper presents the principles, the functionality and the design of PYRAMID-S, a scalable framework for unified publication and discovery of semantically enhanced services scattered around heterogeneous Registries. It uses a hybrid peer-to-peer topology to organize Registries based on domains. In such a topology, each Registry retains its autonomy, meaning that it can use the publication and discovery mechanisms as well as the ontology of its choice. Furthermore, the discovery of services is based on QoS characteristics in order to enable service selection.

1 Introduction

Web service (WS) technology is a collection of emerging standards, tools and platforms that extend the existing web infrastructure to a business-oriented, transactional platform, where multiple web services may interoperate to provide information, transact business and generally take action for users or agents, dynamically and on demand. Web services may be published in various registries with incompatible publishing and discovery mechanisms (e.g. UDDI Registries [12], DAML-S Registries [7][8], ebXML Registries [5]) resulting in cumbersome service publication and discovery. This situation is being aggravated by the increasing number of services. Therefore, the location and selection of suitable services becomes a critical issue and the provision of the appropriate service publication and discovery framework is of paramount importance for exploiting the full potential of the web service technology.

At present, the most prevalent standard for WS publication and discovery is the UDDI [12] specification. However, the effectiveness of UDDI is limited due to a number of shortcomings that are related to the following issues:

Service Description and Matchmaking: UDDI is mainly used in combination with WSDL [11]. WSDL is an XML grammar for specifying the syntactic aspects of a web service such as what it does, where it is located and how it is invoked. The only semantic information about services is provided by using the various standard UDDI taxonomies (related industry, products or services offered and geographical region). However, this semantic information cannot be used for inferring relationships during
searching; this is due to the fact that the UDDI search services are limited to keyword search on certain fields such as name, identifier or taxonomy. Furthermore, the current UDDI model limits the discovery of a service to functional requirements and thus it cannot address questions related to non-functional requirements such as: “will the web service meet my performance requirements such as 2 ms response time?”

**Scalability:** UDDI partially addresses the scalability issue through the use of multiple replicated nodes in the same UDDI registry. Apart from fault tolerance, the use of multiple nodes decreases the number of publication/discovery requests per node. However, this scheme does not reduce the number of entries per node, thus resulting in limited scalability and high cost for the operators of the UDDI nodes. UDDI Version 3 introduces the notion of multiple registries that may share data among themselves with the knowledge that keys (unique identifiers of each entity within a registry) remain unique. In this way, entities in a private registry, for instance, can now be copied into another private registry for broader exposure or into a public registry, for public consumption. However, this entails the following disadvantages: (a) further increase of the number of service entries in each registry and (b) further communication overhead for keeping consistent all copies of the shared entities.

In this paper we propose a framework (PYRAMID-S hereinafter), which addresses the above limitations and in addition it supports seamless federation of heterogeneous registries. PYRAMID-S could be considered as an improvement to UDDI and as a contribution to the ongoing evolution of web service technology. The rest of the paper is organized as follows: Section 2 gives an overview of PYRAMID-S, while Section 3 describes the PYRAMID-S functionality and design. Finally, we conclude with a discussion section.

2 Overview of PYRAMID-S

PYRAMID-S is a framework that addresses the existence of heterogeneous service description and discovery mechanisms as well as the lack of semantics and the scalability issue of UDDI. The lack of semantics is tackled by using a number of ontologies which are presented in the following section. The heterogeneity and scalability issue are addressed by the adoption of a layered architecture presented in section 2.2.

2.1 PYRAMID-S Ontologies

In PYRAMID-S we address the challenge of semantics by using four different types of ontologies: the Standard Domain Ontology (SDO), the Registry Domain Ontology (RDO), the Domain Classification Ontology (DCO) and the QoS Ontology.

*Standard Domain Ontology (SDO):* This ontology reflects abstract concepts and relationships in a particular application domain. It has two parts: the *Operation* part and the *Data* part. The *Operation* part models major action types and thus helps to determine the type of operations that each web service performs. For example the *Operation* part of an SDO for the Loans Services domain may include concepts such as CreditScoreCalculation and CreditProfileCheck. The *Data* part incorporates concepts, their properties, and relations among concepts in a particular application domain. For example an SDO for the Loans Services domain (gray part of Fig. 1) may include concepts such as Loan, Bank, LoanAmount, ServiceFee and InterestRate. The SDO of a specific domain is the default ontology of the PYRAMID-S framework for that
domain. The Registries conforming to that SDO use this ontology for the semantic publication and querying of the web services they hold.

**Registry Domain Ontology (RDO):** Registries may either adopt the SDO or use their own domain ontology (RDO). In the second case the Registry operator has to provide a mapping from its own ontology to the SDO. **Ontology Mapping** is the alignment of entities (concepts, attributes, relations etc.) in one ontology with those of another ontology, so as to capture shared meaning (Fig. 1). The necessity of having RDOs and the mapping from RDO to SDO stems from the fact that no global enforcement on the use of ontologies is possible in highly autonomous environments.

![Fig. 1. A Sample SDO and a sample mapping from SDO to RDO.](image)

**Domain Classification Ontology (DCO):** It maintains relationships among domains and mappings of each Registry of the PYRAMID-S to one or more domains. In addition, it stores properties of Registries, such as the access URL, the Registry provider details, the access URL of the RDO and the mapping from RDO to SDO (in case of non-conformance to SDO), as well as the constraints in accessing that Registry. It also stores the relationships between domains and SDOs. Fig. 2 shows a sample DCO in the form of a tree. Information regarding the Registries in a DCO may be expressed as a set of tuples $T_i = <R_i, D_i, A_i>$, where $R_i$ is the access URL of a Registry, $D_i$ is a domain, and $A_i$ are the properties of the Registry. The tuples are identified by the combination of $R_i$ and $D_i$, since a Registry may be mapped to more than one domains. This means that for any $x, y (T_x \neq T_y \Rightarrow R_x \neq R_y \lor D_x \neq D_y)$. Information regarding the domains in the DCO may be expressed as a set of tuples $V_i = <D_i, SDO_i>$.

**QoS Ontology:** Based on previous studies [9][10] and our experience in the WS area, we have constructed a QoS ontology composed of the following dimensions: response time, cost, availability and security. This ontology is used in combination with SDO for the semantic publication and querying of web services.

### 2.2 The PYRAMID-S Layered Architecture

One of the main goals of our work is to provide a scalable framework for seamless federation of heterogeneous registries. Scalability can be attained by distributing services in domain specific Registries. This enables more pertinent service discovery as
the selection of a domain Registry works as a first filter in the discovery process. For example, if a Registry is related to the “Loan Services” and “Insurance Services” domains, it will maintain web services specific to those domains and queries for such type of services can be routed to it. The seamless federation can be achieved by adding a layer of unification over the heterogeneous registries.

Fig. 2. A Sample DCO.

On the basis of the above considerations we propose a framework, which consists of three layers depicted in the right part of Fig. 3. The bottom layer, i.e. the Registries Layer, already exists while the two other layers (in gray background), namely the Gateways and the Routers Layer, are introduced by us in order to achieve our goal.

The **Registries Layer** consists of a number of Registries provided by diverse Registry operators. Each Registry retains its autonomy and the two other layers of PYRAMID-S act as a meta-Registry that controls and supports access to the Registries. PYRAMID-S accommodates any kind of web service Registry such as DAML-S [7][8] based Registries, UDDI Registries and ebXML Registries [5].

The **Gateways Layer** consists of a number of servers that are known a priori to the clients. The servers of this layer function as entry points to the PYRAMID-S system and provide to the users a single unified view over heterogeneous Registries.

The **Routers Layer** consists of a number of servers that provide routing service to the Gateways in order to forward the queries/advertisements entered in the Gateways to the appropriate domain Registries.

PYRAMID-S is based on a peer-to-peer network, which provides the infrastructure for the distributed nodes of PYRAMID-S to communicate with each other. The peer-to-peer topology renders PYRAMID-S scalable as it allows Routers to easily advertise and unadvertise themselves to the Gateways. More importantly, this topology ensures that there is not a single point of failure in the Routers layer.

Each node, depending on the layer it belongs, plays a particular role in the peer-to-peer network. Each peer of the Routers Layer plays a role similar to that of an index server in a semi-centralized peer-to-peer network where the peers communicate with the index server in order to obtain a reference to the data/processing that is available on the network. This implies a hybrid peer-to-peer network. In the following, we present in detail the functionalities provided by each layer of PYRAMID-S framework.
3 Detailed Description of PYRAMID-S

3.1 PYRAMID-S Functionality

**Gateways Layer.** As mentioned before the peers of this layer function as entry points to the PYRAMID-S framework. User actions are directed to any peer of this layer, which then, depending on the user action, interacts with either a Router peer or both a Router peer and one or more Registry peers and returns a reply. User actions may vary from service queries or advertisements to modifications of the DCO, depending on the role of the user. PYRAMID-S distinguishes three different types of users:

- **Simple users**, who publish and discover web services
- **Registry operators**, who, in addition to publishing and discovering web services, can add/remove Registries from PYRAMID-S and update Registry information
- **Domain administrators**, who can update the DCO and the SDOs, besides publishing and discovering web services

Browsing and searching through the DCO and SDOs is available to all types of users and greatly facilitates most of their actions presented in the following paragraphs.

**Service Publication.** When a user wishes to register a service in PYRAMID-S, s/he searches for the desirable Registries using the appropriate interface provided by the Gateways. The Registries can be found using various criteria, such as the Registry Provider, the Domain or combination of them. Then s/he selects the desired Registries from a list of Registries conforming to her/his criteria. The Gateway provides the user an interface for entering the Service Advertisement (SA), the structure of which is described later. The SA is then converted to a form understandable by each Registry and is forwarded to it. Finally, the user is informed about the result of his/her request.

When users publish a service they provide the WSDL document describing it (we assume that all types of Registries use the WSDL as a basis for service description, as it is the most widely accepted standard) and semantically annotate each operation and its I/O parameters with the corresponding concepts found in the SDO. These semantic annotations accompanied with the QoS metrics and the service provider information constitute the Semantic Service Description (SSD). Thus, the Service Advertisement...
(SA) consists of two parts, the SSD and the WSDL document, where SSD = <SP, OPs, Is, Os, QoS> (SP: service provider information, OPs: set of service operations specified using concepts found in the Operation part of the SDO, Is/Os: set of input/output parameters specified using concepts found in the Data part of the SDO, QoS: quality of service metrics).

Service Discovery. Service discovery is based on a Service Query (SQ) that specifies the requirements about a service to discover: SQ = <SN, SD, SP, OP, Is, Os, QoS>, (SN: service name, SD: service textual description, SP: service provider information, OP: requested operation specified using concepts found in the Operation part of the SDO, Is/Os: set of input/output parameters of the requested operation specified using concepts found in the Data part of the SDO, QoS: quality of service metrics).

Service discovery may be performed either on a specific Registry or on all the Registries of a specific domain. This is accomplished through an appropriate user interface, provided by the Gateway Layer, which enables the service requestor to specify the SQ describing his/her needs. The SQ is built by using concepts of the SDO that the Gateway peer retrieves from a Router. The service requestor may also specify relative weights corresponding to the QoS characteristics. The SQ is submitted to the selected Registries after it has been properly translated. Each Registry uses its own matchmaking algorithms. The results of the Registries are returned to the Gateway which consolidates and ranks the results based on the user’s predefined weights.

Registry Management. Registry operators may use the respective interface provided by a Gateway in order to insert/update or delete a Registry and its associated properties in the PYRAMID-S system. The DCO is presented to the Registry operator in order to associate his/her Registry to the appropriate domain. The user input is translated into one of the following operations on the DCO:

- Insert(Tx): Registry Rx is stated to be related to domain Dx and to provide its services with Ax properties (Tx=<Rx, Dx, Ax>). This operation is valid only if there is no Ty∈DCO: Rx=Ry ∧ Dx=Dy. After the completion of the operation, DCO is DCO+{Tx}.
- Delete(Tx): Registry Rx is no longer related to domain Dx. This operation is valid only if Tx∈DCO. After the completion of the operation DCO is DCO–{Tx}.
- Update(Tx, Ax’): The properties of Registry Rx for domain Dx are updated to Ax’. This operation is valid only if Tx∈DCO. After the completion of the operation DCO is DCO–{Tx}+{(Rx,Dx, Ax’)}.

If a mapping from RDO to SDO is needed, the registry operator provides it by using the appropriate Gateway interface. In this interface, the RDO and SDO are retrieved from a Router and represented as taxonomy of concepts in a tree structure.

Domain Administration. Domain administrators may update the DCO with the addition of new domains or renaming of existing ones. Also, new SDOs may be created and existing ones may be modified with the addition of new concepts. Domain deletion in the DCO and concept renaming or deletion in the SDOs are not allowed, as they would introduce inconsistency regarding registered Registries and services.

Routers Layer. This layer consists of a number of peers, each holding a copy of the DCO, SDOs, RDO to SDO mappings, as well as a copy of the QoS ontology.
Through the use of the DCO, the Routers provide routing service to the Gateways in order to forward the queries/advertisements entered in the Gateways to the appropriate domain Registries. The peers of this layer ensure high availability, protection and consistency of the routing information, which is information regarding Registries and their mapping to domains. If any Router is disconnected from the network, the routing service is not affected unless this peer is the last Router of the peer network.

**Registries Layer.** This layer consists of a number of Registries that may be heterogeneous due to different choices at the physical level (different DBMSs), logical level (different data models) and conceptual level (different ontologies). The peers of this layer are responsible for getting the service advertisement (SA) or the service request (SQ) from the Gateway and for performing the necessary actions.

### 3.2 PYRAMID-S Design

In this subsection we present the design of PYRAMID-S Gateways and Routers and describe how the aforementioned functionality is offered. We do not present the design of Registries since they are autonomous entities participating in PYRAMID-S.

**Gateway Design.** There are two ways of accessing PYRAMID-S: through a Web Server GUI or through a web service (WS interface). Each Gateway peer provides both interfaces (Fig. 4). By using the Web Server GUI end-users may perform service queries/publications or administration tasks. The Web Server GUI interacts with the WS interface of a Gateway peer, through which the overall functionality of PYRAMID-S becomes available.

Actions requested by end users are translated into the appropriate SOAP messages, which are sent to the WS interface of a Gateway. The Web Server GUI is enhanced with additional facilities, such as visual navigation of the DCO and SDOs and automatic generation of GUIs for web service invocation. Furthermore, the Gateway WS interface is publicly available and may be accessed by other client applications.

A Gateway peer is a composite web service utilizing four constituent web services, namely the *Ontology Accessor*, the *Mediator*, the *Publisher* and the *Finder*. Fig. 4 depicts the interdependencies among these services, as well as external communications.

![Fig. 4. Detailed design view of PYRAMID-S.](image-url)
The **Ontology Accessor** communicates with Router peers in order to create, retrieve or update the DCO and SDOs.

The **Mediator** is a utility service that transforms service queries/advertisements from PYRAMID-S representations to Registry specific representations. Service discovery results, deriving from Registries, are also transformed reversely. Implementation of the transformation operations depends on syntactic and semantic conventions used by the Registry, as well as the support for QoS characteristics. Therefore, a distinct Mediator service is needed for every type of Registry incorporated in PYRAMID-S, which may result in having more than one Mediators in each Gateway.

The **Publisher** performs a service publication given the Service Advertisement, the domain(s) where the service is to be published and optionally a set of selected Registry peers for the publication. If no Registries are specified, the most appropriate ones are located by the Publisher through the DCO (provided by the Ontology Accessor) and used. The appropriate Mediators are then used for translating the service advertisement to Registry interpretable forms.

In a similar manner, the **Finder** accepts Service Queries, the domain(s) to search for the service and optionally a set of selected Registry peers for the discovery. If this optional parameter is omitted, the Finder uses the DCO (retrieved by the Ontology Accessor) to locate the Registries that belong to the specified domain(s). Discovery requests are sent to the selected Registries, after the necessary transformations performed by Mediators. Discovery results are reversely transformed by the Mediators and forwarded to the Finder which ranks them according to the weighted value of their QoS characteristics, according to user preferences.

**Router Design.** Each Router has a web service interface that allows building, retrieving and updating the DCO and SDOs. Insertions, deletions and updates of the DCO (actions hereinafter) may be performed by any Router (upon request by a Gateway) and are propagated to all other Routers. Therefore consistency of the DCO should be assured during conflicting operations, performed by the same or distinct Routers within a short time-frame (i.e. the time needed for an operation to be propagated to the whole peer group). There are two cases of having conflicting operations:

- when two or more Routers attempt to rename the same domain of the DCO
- when insertions, deletions and updates are performed on the same couple of Rx and Dx, i.e. on the same Tx

Our conflict resolution mechanism uses a request/reply/notify scheme incorporated by the Routers, as described in [14]. This may be seen as a distributed lock management scheme, where each requesting Router requests permission, by the Routers peer group, to perform an operation on a specific part of the DCO. In case of a conflict, the resolution mechanism allows at most one Router to proceed with its requested operation.

### 4 Discussion

In this paper we have presented PYRAMID-S, a framework that enables seamless federation of heterogeneous Registries. More specifically, PYRAMID-S entails the following advantages:
• It is an open platform as it integrates various types of WS Registries achieving thereby better interoperation without affecting their specifications and autonomy.
• The introduction of Gateways as an entry point to PYRAMID-S abstracts the interface of heterogeneous Registries into a single unified view. Thus, users are alleviated from the burden of handling the diversion between various technologies since they can uniformly publish or discover web services.
• The use of syntactic, semantic as well as QoS information about a service enables higher recall, improved precision and better result ranking.
• The accommodation of a great number of Registries, Routers and Gateways solves the scalability problem. Registry categorization according to DCO helps in narrowing the search context and improves performance. Besides, in PYRAMID-S the exposure of private Registries to public consumption is much simpler in comparison to the copying mechanism proposed in UDDI version 3. Overall system performance may be tuned by adapting the number of Routers and according to business requirements.
• The service-oriented design and implementation of PYRAMID-S allows the use of its modules for building other applications.

The most relevant work to ours is the METEOR-S system [6]. It uses an ontology-based approach to organize Registries, enabling domain based semantic classification of WS. The main differences between the two approaches are the following: (a) although both approaches use a peer-to-peer architecture, in PYRAMID-S we exclude the clients from the peer-to-peer network. The advantage of this is that we do not require service requestors and providers to download and install any software; this results in zero deployment and maintenance cost, (b) whereas in METEOR-S approach the client selects the domain ontology it prefers and sends the advertisement or query to a single Registry, our system supports publication and discovery across multiple Registries thanks to the use of RDOs and mediators, (c) whereas in METEOR-S the editing of the domain classification and registry information is performed only in a single peer resulting in a single point of failure, in PYRAMID-S we allow editing in a number of peers making provision for data consistency.

A prototype implementation of PYRAMID-S is under way. After the completion and the performance analysis of the current implementation, we are considering extending PYRAMID-S functionality to support service composition whenever no direct matches are available to fulfill a request. Furthermore, we plan to use Content Distribution Networks (CDN) [13] to improve load balancing and performance in the Gateways layer of PYRAMID-S.
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Abstract. Enterprise IT infrastructures and their interfaces are migrating toward a service-oriented architecture, using Web Services (WS) as a de-facto implementation protocol. As a result, WS-generated traffic is expected to have a considerable impact on the Internet. Despite the high amount of interest in WS, there have been few studies regarding their characteristics. In this survey, we analyze publicly-accessible WS over a 9 month period. We study the evolution and distributions of the WS population, and message characteristics and response times of each WS. We also closely analyze two popular WS sites: Amazon and Google. Some of our initial results contradict common intuition. The number of public WS has not increased dramatically, although there are signs which indicate intensive ongoing activities in the WS domain. The geographic distribution of public WS is largely skewed. Most importantly, the sizes of WS responses and their variation are smaller than those of the existing Web objects.

1 Introduction

Enterprise IT infrastructures are currently migrating toward a service-oriented architecture, using Web Services (WS) as a de-facto implementation protocol. By supporting service-oriented and component-based application architectures, WS provide a distributed computing technology for revealing the business services of applications on the Intranet as well as on the Internet using open and standard-based XML protocols and formats. The use of standard XML-based protocols makes WS platform-, language-, and vendor-independent, and so an ideal protocol for a service-oriented architecture. In spite of the wide acceptance of WS in computing infrastructures, there have been few studies on WS characteristics.

In this paper, we analyze public WS in various ways, retrieving all the WS entries of a UDDI [1] Business Registry (UBR). It should be noted here that we believe most of publicly available WS information are found in the UBR since it is proposed as a global registry for every type of business services. First, we study the evolution of the WS population and its distribution by domain and geographic location. Second, we develop a methodology for estimating WS message sizes. Towards this goal, we determine the distributions of several WS characteristics, such as message styles, and usage of complex and elementary types. Third, we examine the liveness and response times of the available public WS. Lastly, using our methodology, we analyze the WS of two popular sites - Amazon and Google – and compare the message sizes predicted by our methodology with the message sizes observed during interactions with the two sites.
Our initial results contradict common intuition. First, the number of public WS has not increased dramatically, although there are certain signs which indicate that many intensive activities are ongoing in the WS domain. Second, the geographic distribution of public WS is largely skewed with about three fifths of public WS located in US. Third, response and request message sizes are comparable, and WS response messages are smaller than existing Web objects. We expect these results to benefit WS applications and tools developers. This survey is part of an ongoing research and upcoming analysis results will be published on our web site [2].

The remainder of this paper is organized as follows. Section 2 describes our methodology for data collection and for estimation of WS message sizes, and the results of our analysis and experiments. Section 3 applies the techniques previously developed to the Amazon and Google WS. Section 4 is a brief overview of the related work. Section 5 is dedicated to conclusion and future work.

2 Data Collection and Analysis

The analysis in this section is based on the data that we collected weekly, between 8 Aug. 2003 and 7 May 2004, from a UBR. Only a fraction of the retrieved UBR entries are relevant to Web Services, i.e., include a reference to a Web Services Description Language (WSDL) file.

2.1 Population and Geographic Distribution

Currently, about 1200 WS are registered in a UBR. Fig. 1 summarizes the data collected during the 9 month period. The number of ‘valid’ WS – WSDL file is retrievable - is substantially smaller than the total number of WS: approximately 67% of the WS are not valid, which is similar to the findings of a previous UDDI integrity study [6]. Furthermore, many of the downloaded WSDL files are incomplete. The most common errors are syntax errors and omission of mandatory elements. During the 9 month interval, the number of valid WS decreases a little, which is contrary to the slight increase in the number of WSDL files published. Note that there is a small but noticeable decrease in the number of valid WS on 10 Oct. 2003 due to a server hosting 54 web services becoming unavailable\(^1\). Finally, we found that very few organizations update their WSDL files after publication.

The distributions of valid WS by top level domain and geographic location on 7 Nov. 2003 are shown in Fig. 2 (a) and (b), respectively. As shown in the figure, 49% of WS is hosted by the .com domain and 63% of the WS are hosted in the United States. Our further analysis of the distribution of WS hosting sites shows that the portion of sites hosted by the .net domain, and in US shrink in Fig. 2 (a) and (b), respectively. From this fact, we infer that a larger number of WS is hosted by the same .net domain and/or US-resident sites.

---

\(^1\) Microsoft’s .Net WS contest server (http://www.contest.eraserver.net) hosts Web Services which receive Microsoft's Best of the .NET Awards.
2.2 Styles and Structures

By design, a WSDL file includes a comprehensive description of the associated WS. WSDL file analysis, thus, exposes many of the WS characteristics, such as encoding type, message style, and number of operations for each WS. In Section 2.3, we use this information to estimate the size of WS request and response messages.

By inspecting the collected WSDL files, we found that there are many more document-style WS than RPC-style WS; the argument about which style is better is still an ongoing debate. Among the 294 valid WSDL files collected on 7 Nov. 2003, 70% define document-style WS and 30% define RPC-style WS. All of the document-style WS adopt the literal encoding and all of the RPC-style WS adopt the soap encoding. HTTPS is used by only 4% of these services, while the others use HTTP. 89% of WS have less than 10 operations. Lastly, more than 78% of the WSDL files were generated with the Microsoft toolkit.

We also analyze the WSDL files to determine the frequency of elementary, array, and compound types in WS messages. We found that responses use more arrays and compound variables than requests do. Fig. 3 shows the distribution of elementary types, with array and compound types expanded into elementary types. As most WS
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definitions do not specify array lengths, we had to select lengths for these arrays. The figure shows type distributions for array lengths 2 and 16. The results show that the string and string array types are very common.

![Graph](image)

**Fig. 3.** Frequency of Elementary Types.

2.3 SOAP Message Size

Characterizing the size of SOAP messages [3] is important since WS traffic is expected to become a prevailing traffic on the Internet. In this section, we first describe how we estimate SOAP message sizes using the information in the WSDL files. Then, we explain some meaningful characteristics of the SOAP message sizes.

A SOAP message can be divided into four parts – HTTP header, essential tag, namespaces, and payload. Below is the formula used to estimate the size of a SOAP message:

\[
\text{SOAP message size} = \text{HTTP header} + \text{essential tag (SOAP envelope tag + SOAP body tag)} + \text{namespaces} + \text{payload (payload tag + summation of (type tag + XML representation of the type) for each elementary type field in parameters)}
\]

In this equation, ‘essential tag’ represents the SOAP envelope and body tags, and ‘namespaces’ represents the aggregation of all occurrences of namespace attributes in a message. The namespace attribute can occur in the SOAP envelope tag, SOAP body tag, payload tag, etc. The ‘payload’ consists of parameters and the payload tag.

We determine the size of each message component by examining real SOAP messages. We investigate messages of several WS, including Amazon and Google WS (see Section 3). We observe that there are small variations in HTTP header and essential tag and that most messages use 5 ~ 7 namespaces. Four of these namespaces - SOAP envelope, XML schema, XML instance and encoding style - are present in most SOAP messages.

In order to determine the payload size, we use the following methodology. First, we determine the size of the payload and type tags. The payload tag is used to wrap up a list of parameters (RPC-style) or a XML tree (document-style) and its size has a
small variation. The type tag is used to declare the parameter names and types, and its size has a small variation, as well. Second, we estimate the number of elementary type fields as shown in Section 2.2. Lastly, we determine the average size of the XML representations for the fields of each elementary type. For most numeric types, we assume the sizes to be as small as realistically possible. Thus, the resulting message size estimate is a practical lower-bound. Detailed description on average size determination is omitted due to the space limitation. Note that string is the most frequently used type and its size is highly variable. Therefore, we assume that the lengths of the string type fields are distributed uniformly between a minimum and a maximum range. Similarly, we selected a small value for the lengths of arrays.

Fig. 4. SOAP Message size when array length is 2 - (a) request (b) response.

Fig. 4 (a) and (b) shows the CDFs of WS request and response message sizes, respectively; the minimum string size is always 5, the maximum string size is 50, 100, 200 characters, and array length is 2. Even when maximum string size is 200, 93% of request messages are smaller than 2KB. In contrast, most HTTP requests are known to be smaller than 500 bytes [7]. Fig. 4 (b) shows that 88% of response messages are smaller than 2KB, even when the maximum string size is 200. String size has little impact on small messages, as these messages use few parameters.

We also investigate the sensitivity of the message size distribution varying the selected array length. (The results are not reported here due to space limitation.) The results show very little variation in the message size distributions, especially when the message size is small. This suggests that a small number of WS use a large number of arrays.

Lastly, we compare the distributions of SOAP messages to that of existing Web content. For Web content, we use the model presented in [8], which screens out the population factor of unique files; this approach is compatible with our analysis of WS message sizes. Contrary to the common expectation that SOAP messages are larger than existing Web objects due to XML formatting, most SOAP messages are smaller (see Fig. 5 (a)). For instance, while 92% of SOAP messages are smaller than 2KB, only 45% of the existing Web objects are smaller than 2KB.
2.4 Liveness and Invocation Delay

The server providing the WSDL file is typically unrelated to the server hosting the WS. Therefore the liveness of the WS has to be verified directly. We wrote a small program called Web Services Ping (WSPing), which accesses the endpoints specified in the WSDL files using http/https.

WSPing sends a simple SOAP message which has a valid HTTP header and a SOAP envelope. The message is shown in Fig. 6. It has only one field which is a message to indicate that it is not a malicious attack along with our e-mail address. Since the message does not conform to the expected message format, the response is a SOAP fault: the server cannot understand our request message. If the response conforms to a valid SOAP fault message format, the WS is considered alive.

Our weekly experiments show that approximately 16% of the valid WS are down and that 96% of the live WS respond in two seconds or less. Fig. 5 (b) shows the CDF of response times for WS as well as Web servers, as measured on 13 Nov. 2003; measurements performed on other dates show similar results. When probed from IBM Watson in US and KAIST in Korea, about 85% of WS servers are alive, and about 2–3% more Web servers are alive. Our attempts to measure ping delays do not show any meaningful results, as most sites block ICMP ping messages.
3 Case Studies

Using the proposed methodology, we closely analyze two popular WS: Amazon and Google. Both WS offer the same functionality as their Web sites.

3.1 Amazon

Amazon provides their WS for associates, suppliers, or developers. The ‘associates’ program is a business model enabling 3rd party web site operators to link their web sites to Amazon and earn referral fees for the sales made through their links. Amazon actively supports their WS: version 1.0 was released in July 2002 with basic shopping capabilities; version 2.0 was released in October 2002; lastly, version 3.0 was released in April 2003 with an expanded API for 3rd party suppliers and shopping cart handling. In addition to the main US Amazon site, the WS API is supported for the Amazon sites in UK, Japan, and Germany. The WS Toolkit, including examples, can be downloaded from the Amazon WS home [4].

The main Amazon WS site is located in US and it is operated by Amazon itself, i.e., not outsourced. Their WS operations use only string types: 279 elementary strings, 778 one-dimensional, 702 two-dimensional, and 40 three-dimensional string arrays. Most of these strings and string arrays are used in response messages, as only 179 elementary strings and 9 string arrays are used in request messages.

Amazon WS v3.0 API has 20 operations, shown in Fig. 7. We classify the operations according to their functionality into Product Browse operations and Shopping Cart operations. First-level operations are classified according to their request message type. These types are shown as ovals. Second-level operations are classified according to request message type. As a result, operations in the same leaf node have the same request and response message types. HTTP and WS response delays are 327 and 502msec when measured from IBM Watson, and 501 and 510msec from KAIST.

![Fig. 7. Operation Tree of Amazon Web Services.](image)

Fig. 8 (a) and (b) show the message sizes, both real and estimated, for requests and responses, respectively. We assume array length of 2 or 16. Note that browse operations have two kinds of responses: lite and heavy. A lite response delivers the sum-
mary of the selected items, while a heavy response delivers all the available information. The fixed size components are identical but the payload varies widely.

Fig. 8. Amazon WS Message Size (a) request (b) response.

Fig. 8 (a) shows that our estimation of request sizes is accurate, especially when the array length is 2. The only large gaps, when array length is 16, are due to the fact that the addcart and modifycart operations use string arrays. Fig. 8 (b) shows the response message sizes; estimations are less accurate. Note that only the sizes of heavy type messages are estimated. The pattern of lines is almost identical and the line for heavy-response is between estimated lines. To improve accuracy, application specific information is needed.

3.2 Google

Google provides a WS API to their Web search engine in order for developers to embed Google search functions into their programs [5]. The Google WS API was launched in April 2002 and is still at the beta version. The Google API has only three operations: doGetCachedPage, doSpellingSuggestion, and doGoogleSearch. These operations use 14 elementary strings, 11 one-dimensional string arrays, 5 Booleans, and 5 Integers. HTTP and WS response delays are 292 and 329msec when measured from IBM Watson, and 841 and 1046msec from KAIST.

Fig. 9 shows the message sizes of Google WS. We assume maximum string size of 50 characters and array length of 2 or 16. The figure shows that our estimation of message sizes is accurate except for the response message size of doGetCachedPage. In this case, as Google returns a cached Web page as a single parameter of byte[] type, array length should be much larger than 16.

4 Related Work

To the best of our knowledge, this is the first survey of public WS. Although there have been many studies on Web evolution [14,15] and Web site evaluation [16], they do not study WS sites.
Mapping and analysis of the Internet geography have been studied in detail [9]. These studies focus on the geographic location of Internet components such as end nodes and routers. Our investigation considers a geographic distribution of WS endpoints, not just IP-level internet nodes.

WS portals [10,11,12,13] provide information about useful WS, including category, rate, price, and service explanation. Most of this information targets WS consumers. We investigate the evolution, internal structures, and message characteristics to improve the understanding of WS technology.

5 Conclusion

In this survey, we study several aspects of public WS using the information that we collected weekly over the past 9 months from an UBR. First, we determine the WS population and its distributions. Second, we develop a methodology for estimating WS message sizes. Towards this goal, we determine the distributions of several WS characteristics, such as message styles, and usage of complex and elementary types. Third, we examine the liveness and response time of each WS. Lastly, using our methodology, we analyze the WS of two popular sites in detail.

Our initial results show that the number of public WS does not increase dramatically and that about three fifths of the current WS population is based in US. In addition, our results indicate that there are substantial differences between the sizes of request/response messages for public WS and current Web traffic. Lastly, string type is much more frequently used than the other types.

We expect these results to be beneficial in various ways. For instance, WS tool developers may optimize their products for the preferred message style and frequently used variable types in SOAP messages. In addition, the proposed message size estimation methodology helps WS server or network administrator to perform resource planning and configuration easily without analysis on actual usage log.

We plan to extend our survey by collecting more WSDL information from other sources. We also plan to refine our methodology for WSDL analysis as well as message size estimation. For instance, we plan to use the semantics of the WS operations to estimate string and arrays lengths. This survey on public WS is part of an ongoing project and upcoming analysis results will be published on our web site [2].
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Abstract. Existing electronic negotiation systems (ENSs) typically implement a single, fixed negotiation protocol, which restricts their use to negotiation problems that were anticipated and established a priori by the system’s designers. The single-protocol restriction limits ENSs’ applicability in experiments and in many real-life negotiation situations. ENSs that allow for the use of different protocols also allow for the customization to users’ needs and abilities. We present theoretical foundations for the design of flexible and highly customizable protocol-driven ENSs.

1 Introduction

The term e-negotiation systems has been used to describe software that employs Internet technologies, is deployed on the World Wide Web, and capable of supporting, aiding or replacing one or more negotiators, mediators or facilitators [1]. A number of ENSs have been designed, implemented and applied to various negotiation problems. Some systems facilitate negotiation of documents and their joint preparation, e.g., contract negotiations [2], others use email, chat and streaming video software [3]. An overview of different ENSs can be found in Shim and Hsiao [4] and Neumann et al. [5].

With few exceptions - notably SilkRoad [6] and INSS [7] - existing ENSs implement only one fixed negotiation protocol [8]. This restricts the use of ENSs to types of problems and interactions that were assumed and established a priori by their designers. This, in turn, imposes limitation on the behavioural research of the ENSs’ use and their efficiency and efficacy, on the ENSs’ applicability to support evolving negotiations, and those conducted by users who have different needs, cognitive abilities, and cultural and professional backgrounds.

Ongoing behavioural research on ENS focuses on (i) technology adoption by negotiators, and (ii) the impact of different systems on the negotiation process and negotiated outcomes [9, 10]. Both research directions utilize experimental and empirical methodologies. From this perspective (in particular in experimental studies of ENSs’ use and adoption), the assessment of the impact of different system features on the process and outcomes of negotiations requires the use of systems, whose differences and similarities can be easily controlled by the researcher. From a negotiator’s point

* This work was supported with grants from the Initiative for New Economy of the Social Sciences and Humanities Research Council Canada, and the Natural Science and Engineering Research Council Canada.
of view, the limitation to a single fixed protocol restricts the use of a particular ENS to the supported class of negotiation problems, which may not include their problem at hand. If, on the other hand, ENSs implement negotiation protocols, which apply to a large class of negotiation problems, i.e. are very general, they impose significant cognitive and informational demands on the users who need to make decisions about the selection of tools and features. Negotiators who use a system to negotiate need to concentrate on the problem and process, and make decision about the concessions rather than compare different tools and decide about system features. It is thus advantageous that: (1) a protocol be constructed for the negotiators based on their characteristics and the negotiation problem and context, or (2) the negotiators decide on a negotiation agenda, which sets a particular formal protocol.

The purpose of this paper is to present the theoretical foundations of negotiation protocols\footnote{This paper is a revised and short version of Kersten, G.E., S. Strecker, and K.P. Law (2004). Protocols for Electronic Negotiation Systems: Theoretical Foundations and Design Issues, InterNeg Working Paper 06/04: Ottawa, Canada. 1-16.}. These protocols can be implemented in a software platform and then used for the construction of various ENSs. The remainder of this contribution is organized as follows. Section 2 briefly reviews vital elements of a negotiation methodology. Section 3 introduces the theoretical foundations of negotiation protocols and their properties, and Section 4 presents ongoing and future work.

## 2 Negotiation Methodology

Negotiation methodology describes the methods, procedures, and techniques used to collect and analyze information used in negotiation, the process of communication, exchange of offers and concessions, and arrival at an agreement or deadlock. It is important that these methods and techniques match the negotiator’s capabilities, complement each other, do not produce contradictory information and – when used – contribute to the negotiation effectiveness.

### 2.1 Negotiation Process and Activities

The use of a methodology has been advocated by negotiation experts, but this advice is often neglected in unstructured negotiations (e.g. face-to-face or via e-mail). One of the important contributions of an ENS is to provide a methodology, which matches the negotiators’ requirements and is appropriate to their problem. The use of a methodology in an ENS is also required for the tractability of the process and its ease of use.

For the purpose of this work, we consider only two key components of the negotiation methodology: (1) the negotiation process model, and (2) the negotiation protocol. The process model provides a framework for negotiations; it organizes the activities undertaken by negotiators by grouping them into negotiation phases and by assigning different activities to each phase. It serves as a starting point for the software design and draws its significance from imposing a methodologically sound approach to negotiators [12]. The protocol is a formal model, often represented by a set of rules, which govern software processing, decision-making and communication tasks, and imposes restrictions on activities through the specification of permissible inputs and actions [13, 14]. Negotiation protocols are further discussed in the next section. To our
knowledge, there are no behavioural studies on e-negotiations and, therefore, no process model specific to e-negotiation has been developed. For the purpose of designing and implementing an ENS, we use a five-phase model based on Gulliver’s eight-phase model [15], which allows for the consideration of a wide range of negotiations, including those supported by ENSs. The five phases are planning, agenda setting, exchanging offers and arguments, reaching an agreement and concluding a negotiation. Each negotiation phase has its own purpose and set of activities, which are concrete actions undertaken by each negotiator. The purpose of the different negotiation phases is to provide the participants with a framework and rationale for activities conducted in each phase. The consideration of phases helps to specify negotiation activities undertaken and the relationships among them.

The negotiation process model provides a framework, but it does not impose any restrictions on the negotiators concerning the sequencing of phases. In any given phase, the negotiators may revisit previous phases and then return to initial phase. Moreover, it often occurs in real-life negotiation that negotiators skip or ignore one or more phases. Although negotiation experts suggest that all phases should be considered, we leave this issue to the protocol designer as there may be specific situation, in which one or more phases should be bypassed.

2.2 Negotiation Protocols and Activity Types

Any negotiation supported by an ENS requires that the software designers precisely define the activities and their sequence using a negotiation protocol [10, 13]. The negotiation protocol defines the activities that are permissible in every state of the negotiation, their sequence as well as input and output requirements. The key concepts used to define the activities and to specify their sequencing are presented in Figure 1.

Behavioural theory posits that activities depend on the negotiators’ characteristics and the negotiation context (e.g. power distribution, and the relative importance of outcomes). These characteristics determine the negotiators’ approaches, their strategies and tactics leading to the selection of specific activities from the negotiation phases. Behavioural research cannot provide sufficiently precise insights regarding sequencing of activities within each negotiation phase.

This is because of the number of possible combinations of the negotiator’s characteristics, interdependencies between characteristics of the negotiators, dependence of the negotiators’ behaviour on external factors (e.g. the relationship with other stakeholders), and the complexity of the problem and process. With the exception of well-defined and highly structured negotiations, such as those taking place in procurement of standardized goods, the negotiators cannot follow a strict set of rules defining the activity’s sequence.

The above mentioned complexities introduce the requirement for providing the negotiators with some degrees of freedom in the selection of activities. During the process, the negotiators may wish to review the problem, modify their preferences, add or remove issues etc, which imposes the requirement of some activities to be optional and/or exchangeable for other activities. Also, the negotiators may be forced to undertake certain activities in order to move to the next activity. For example, they should learn about the negotiation problem, consider their own objectives and preferences and evaluate the counterpart’s offer before making their own offers. To accommodate
these requirements, we distinguish between mandatory activities and optional activities (see Figure 1).

![Figure 1](https://example.com/fig1.png)

**Fig. 1.** Theory- and protocol-based activity specification.

The distinction between mandatory and optional activities is necessarily context-dependent; the same activity may be mandatory in one state of the negotiation and optional in another. For example, when the user enters the system for the first time, he is required to learn about the negotiation problem; at this time this activity is mandatory. When he logs in the second and subsequent times, learning about the problem should not be a mandatory but an optional activity. It is the negotiation protocol that, based on the process model and the assumptions of the protocol designer, categorizes some activities as mandatory or as optional, and modifies this categorization as the negotiation progresses. The assumptions underlying a specific protocol may reflect the negotiators characteristics (e.g., culture and profession), the type of negotiations (e.g., distributive, integrative, and mixed), and the complexity of the negotiation problem (e.g., one or more issues). In the research environment, these assumptions may also reflect the needs of the researcher studying the users’ behaviour and the system’s efficacy.

Different negotiators and negotiation situations require that different protocols be used. The protocols may differ in the sequencing of the same set of activities. Conversely, the same set of activities may be (re-)used in the construction of many different protocols. Negotiation strategies and tactics also may require the use of different protocols. Moreover, different types of negotiations, e.g. single or multiple issues, and different roles of the negotiators, e.g. buyer or seller, require different protocols. Another need for different negotiation protocols derives from the requirements and demands that different stakeholders have regarding their use of an ENS. To meet the requirements of negotiators and researchers, it is essential to equip an ENS with the flexibility to carry out several different protocols and to provide the user or researcher with the possibility of designing new negotiation protocols.

### 2.3 Process Model and Negotiation States

The framework provided by the process model is implemented in the negotiation protocol, which is represented by a sequence of activities and rules imposed on the execution of the sequence. Additionally, the execution of a protocol depends on the context of a negotiation, or more precisely, on the current state of a negotiation a user is currently involved in and on the user’s earlier actions in that negotiation. The proc-
The process model reflects the progression of a negotiation as it tracks the completion of phases and activities. An example of the process model, and its phases and activities is given in Table 1. We use these phases and activities to illustrate, in Section 3, formal protocol construction and manipulation.

### Table 1. Example of the process model, activities and states.

<table>
<thead>
<tr>
<th>Negotiation phase and activity</th>
<th>State</th>
<th>Abbr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Planning</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– Negotiation problem</td>
<td>Negotiation case</td>
<td>NC</td>
</tr>
<tr>
<td>2. Agenda setting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– Preferences and rating</td>
<td>Utility construction</td>
<td>UC</td>
</tr>
<tr>
<td>– Assessment of alternatives</td>
<td>Alternative construction</td>
<td>AC</td>
</tr>
<tr>
<td>3. Exchanging offers and arguments</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– Offer and/or message construction</td>
<td>Offer message</td>
<td>OM</td>
</tr>
<tr>
<td>– Counter-offer assessment</td>
<td>Counterpart’s offer</td>
<td>CO</td>
</tr>
<tr>
<td>4. Reaching agreement</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– Agreement</td>
<td>Agreement reached</td>
<td>AR</td>
</tr>
<tr>
<td>– Closing negotiation</td>
<td>End</td>
<td>EN</td>
</tr>
<tr>
<td>5. Concluding negotiation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– Agreement improvement</td>
<td>Agreement improvement</td>
<td>AI</td>
</tr>
<tr>
<td>– Offer and/or message</td>
<td>Offer message</td>
<td>OM</td>
</tr>
<tr>
<td>– Counter-offer assessment</td>
<td>Counterpart’s offer</td>
<td>CO</td>
</tr>
<tr>
<td>– Closing negotiation</td>
<td>End</td>
<td>EN</td>
</tr>
</tbody>
</table>

Each negotiation activity is associated with an ENS state (see Table 1); however the reverse is not true: The system may be in a state that does not correspond to any negotiation activity. For instance, state AS involves agreement efficiency analysis and does not correspond to any activity. The difference between a negotiation activity and an ENS state is that the former describes a user action, while the latter denotes a user and/or a system action.

### 3 Negotiation Protocols

Every ENS implements a negotiation protocol – even though some system designers do not specify the protocol explicitly – the protocol can be derived from the required and possible interactions between the negotiators and the system. It is sensible to formulate the negotiation protocol explicitly, because it specifies the users’ interactions and thus the users need to determine if the system conforms to their requirements. In addition to the interaction transparency introduced by explicit protocols, it also allows for mapping protocols onto negotiation processes. Furthermore, it is also possible to assess the protocols’ underlying assumptions. Various formalisms have been applied to represent negotiation protocols, e.g., Petri nets [16] and state chart diagrams [17]. Our approach is based on set theory mainly for its flexibility and readability.

#### 3.1 Preliminaries and Conditions

Following the distinction between mandatory and optional activities (see Figure 1), we distinguish two types of ENS states: mandatory or optional. Let:
$S = \{s_1, \ldots, s_N\}$ be the set of all possible states;
$M$ be the set of mandatory states ($M \subset S$);
$O$ be the set of optional states ($O \subset S$);
$s_{\text{start}} \in S$ be the first state of the protocol; and
$s_{\text{end}} \in S$ be the last state of the protocol; it is the protocol termination state.

We assume that $s_1 = s_{\text{start}}$ and $s_N = s_{\text{end}}$. Every state is associated with at most one mandatory state, which defines a partial protocol sequence, i.e. a sequence is a pair of two states:

$$s_i \rightarrow s_j \; \text{s.t.} \; i, j \in I,$$

where $s_i \in S$; $s_j \in M$; and $|I| = N$ is the number of states.

Using the states given in Table 1, we can formulate several sequences, including the following two sequences: $NC \rightarrow UC, UC \rightarrow AC$. State $UC$ is mandatory for $NC$; the user can move to state $AC$ only after completing activity associated with $UC$. Similarly, $AC$ is mandatory for $UC$. Optional states allow the user (or system) conducting activities within a sequence prior to moving to the next sequence.

$$s_i \rightarrow s_j \; \text{opt } O_i \; \text{with } i, j \in I,$$

where $opt$ is the operator of state association and $O_i$ is the set of optional states associated with state $s_i$.

Formula (2) is interpreted as follows: The user who is in state $s_i$ can visit states $s_k \in O_i$ multiple times and return from these states to $s_p$, but he cannot move to any state $s_k$ ($s_k \neq s_p, s_j \in S \setminus O_i$), before he visits state $s_j \in M$. For example, the user who assesses alternatives ($AC$) can return to the description of the negotiation problem ($NC$) and revise his preferences ($UC$), but he cannot move to any other state listed in Table 1, unless he formulates an offer, that is: $AC \rightarrow OM \; \text{opt } \{NC, UC\}$.

A state may have a null state associated as mandatory state as long as the set of optional states is non-empty. The resulting sequence with a mandatory null state is denoted as:

$$s_i \rightarrow 0 \; \text{opt } O_i \; \text{with } s_i \in S, M = 0, O_i \subset O,$$

where 0 is the null state. Similarly, a state may have a mandatory state with an empty set of optional states ($O_i = \emptyset$):

$$s_i \rightarrow s_j \; \text{opt } 0 \; \text{with } s_j \in M.$$

Based upon these preliminaries, negotiation protocols are required to meet certain general conditions.

**Condition 1**: If state $s_i$ has null mandatory state, then at least one optional states has to be associated with $s_i$, i.e.

$$s_i \rightarrow 0 \; \text{opt } O_i \Rightarrow O_i \neq \emptyset.$$

Condition 1 is required in order for the user to be able to move from the state with which no mandatory state is associated to one or more optional states. Moves between optional states are not considered sequences. Assume that set $O_i$ in (5) has three ele-
ments $O_i = \{ s_j, s_p, s_k \}$. The user can move from any optional state to any other optional state, e.g., he can move from $s_j$ to $s_i$ to $s_j$. One implication is that all optional states in (5) are elements of $O_i$. The second implication of (5) is that to move from $s_i$ or one of its optional states to a state, which is not an element of $O_i$, is possible only if there is a state in $O_i$, which is a part of another sequence of type (2) or (3). This requirement is formulated in the following condition.

**Condition 2:** With every state $s_j$, which has a null mandatory state, at least one optional state has to be associated, which is part of another sequence, that is:

$$\forall s_i : s_i \rightarrow 0 \text{ opt } O_i : \exists s_p, s_j \in O_i \text{ and } (s_i \rightarrow s_j, s_j \in M \text{ or } s_i = s_{\text{end}}).$$

This condition assures that the user can move from any state to either a state with which a mandatory state is associated or to the termination state $s_{\text{end}}$. Condition 1 and 2 do not assure that every state can be accessed by the user; this is achieved if the following condition is met.

**Condition 3:** With the exception of the starting state ($s_{\text{start}}$), every state $s_i \in S$ is mandatory and/or optional, i.e.

$$\forall s_i, s_i \neq s_{\text{start}}, s_i \in S : s_i \in M \cup O.$$

**Condition 4:** A mandatory state may appear only in one sequence of the protocol,

$$\forall s_p, s_p, s_i \in S, s_i \rightarrow s_j \Rightarrow \neg \exists s_i \rightarrow s_j, s_j \neq s_p, s_j \in M.$$

The above four conditions define the required characteristics of every protocol.

**Definition 1:** $q(i,k)$ is the list of $k$ sequences that begin with state $s_i$ and end with the mandatory state $s_{i+k}$, such that:

1. $s_i$ is an optional state for $s_{i-1}$;
2. The mandatory state for $s_{i+k}$ is the null state.
3. No state, other than $s_{i+k}$, in $q(i,k)$ has mandatory null state; and
4. With the exception of $s_{i+k}$ every mandatory state is the first state in one other sequence in $q(i,k)$.

The sequence $q(i,k)$ is:

$$q(i,k) : s_i \rightarrow s_{i+1}, s_{i+1} \rightarrow s_{i+2}, \ldots, s_{i+k-1} \rightarrow s_{i+k} \wedge s_i \notin M \wedge s_{i+k} \rightarrow 0. \tag{6}$$

The list $q(i,k)$ can be represented as a graph starting at state $s_i$ and ending at $s_{i+k}$. Every state starting a sequence has a mandatory state which starts another sequence, with the exception of the last state $s_k$. The sequences in the list may or may not have associated with optional states (see Figure 2). Let:

1. $J$ be the index set of lists of sequences; $q(i_p,k_j)$ denotes the $j$-th list in the protocol;
2. $Q = \{ q(i_p,k_j), (j \in J) \}$ is the set of all lists of sequences of the type given by (6) in the protocol;
3. $P = \{ s_i \rightarrow 0 \text{ opt } O_i, i \in I \}$ be the set of all sequences in which the mandatory state is the null state;
$S_i (S_i \subseteq S)$ be the set of states that are elements of the mandatory and optional sets associated with $s_i$ and the states preceding $s_i$, i.e., $S_i = \{s_{start}, s_2, \ldots, s_i; O_{start}, O_2, \ldots, O_{i}\}$; $S_{i+1}$ ($S_{i+1} \subseteq S$) the set of states that are elements of the mandatory and optional sets associated with $s_{i+1}$ and states following $s_{i+1}$, i.e., $s_{i+2}, \ldots, s_{end}$.

Note that $S_{i+1} \cap S_i$ is not necessarily an empty set because some states may appear in more than one optional sets both preceding, including and following $s_i$.

**Definition 2**: Negotiation protocol $\wp$ is the 5-tuple: 
\[ \wp = (S, O, M, P, Q) \] (7)

### 3.2 Protocol Completeness and Modifications

Given the definition of a negotiation protocol $\wp$, we are able to establish a completeness theorem of negotiation protocols and proof the completeness of a protocol in the sense that all states of the protocol can be visited. The theorem and proof are available in the companion working paper [11]. The discussion of different protocol states and their relationships in Section 3.1 does not take into account the dynamics of the negotiation process. We formulated Conditions 1-4, which specify protocol properties required to introduce, in particular, the concept of a complete protocol. This is not to say that there may not be situations in which the protocol designer may want to violate one or more of these properties. One such example is that termination state $s_{end}$ occurs only once in the protocol. For practical reasons this condition may be purposefully violated, so that the user has an option to terminate the negotiation at every state rather than be forced to follow the protocol until he reaches state $s_{end}$.

The distinction between mandatory and optional states partially takes into account context-dependency; it only allows to access different optional states before moving to a mandatory state. Protocol $\wp$ defined with (7) may be used in highly structured protocols, which follow the rules implemented in $\wp$. The rules governing the moves between states are static; they do not depend on the states visited. A stronger requirement reflecting protocol context-dependency is to allow for the states’ rearrangement during the negotiation. In many negotiations, the permissible states depend on states previously visited. The dynamics of the negotiation process are reflected in context-dependent modifications of the negotiation protocol at run-time, which means that some mandatory states may became optional, some optional states may be added and others removed depending on the user and system actions.

### 3.3 Intervening States

The characteristic that distinguishes negotiations from individual decision making is exchange of information between the negotiators (e.g., offers, messages and offer acceptance). Information sent by one negotiator affects his counterpart’s activities. Therefore, the system has to display this information at the earliest possible time and irrespectively of the state he wants to visit. The states which contain and process information sent by the counterpart are called **intervening states**.

In face-to-face negotiations, the negotiators may exchange messages even during the planning phase. The synchronous aspect of these negotiations causes that they
rarely formulate offers before both sides are ready to negotiate. Asynchronicity of negotiations conducted via an ENS causes that one party may learn about the problem and be ready to exchange offers and messages, while the other party does not yet know the negotiation problem. This may require that the user be moved from some states to an intervening state, but not from other states. For example, if the user is in state \( NC \) and his counterpart makes an offer, this offer should not be displayed to the user prior to his specification of preferences in state \( UC \). We therefore associate with every intervening state a set of permissible states; these are the states from which the user can be moved to the intervening states.

4 Summary and Future Work

In this paper, we lay out theoretical foundations for negotiation protocols based on a negotiation methodology derived from behavioural research. The foundations facilitate the design and implementation of negotiation protocols and allow for the construction of ENSs based on these protocols. The construction of negotiation protocols may be a highly complex task. The theory in Section 3 will allow for the implementation of a software tool that supports protocol designers and automatically verifies, if the particular protocol meets the formulated conditions.

We are currently designing and implementing the software platform Invite, which will serve as a run-time environment for multi-protocol ENSs on the one hand and as a host for software tools for protocol design and verification. Our approach strives to achieve a level of genericity for the platform that enables the construction of multi-protocol ENSs from existing parts and thus allows for reusability of predefined components. The software platform will execute different negotiation protocols in different ENSs and thus will simplify the adoption of e-negotiations in real-world and in research environments. Our future work includes the implementation of components for several bilateral negotiation protocols, and a respective protocol designer support tool. We also plan to extend the Invite platform to multi-bilateral and multilateral e-negotiations.

References


   http://groups.haas.berkeley.edu/citm/citm-home.htm.


Implementing Complex Market Structures with MetaMarkets

Juho Mäkiö and Ilka Weber

Karlsruhe University (TH), Department of Economics and Business Engineering
Information Management and Systems, Englerstr. 14
76131 Karlsruhe, Germany
{maekioe,weber}@iw.uni-karlsruhe.de

Abstract. One theoretical approach to designing and constructing complex market structures is the concept of Cascading Dynamic Market Models (cDMMs). CDMMs allow the configuration and combination of multiple market models. MetaMarkets is presented here as an implementation concept for complex market structures. MetaMarkets form a concatenation of a set of markets and rules that represent relations between single market structures and their environment. Various market model combinations and their representation are discussed, and a communication method with the environment presented. MetaMarkets lead to a layered software architecture that we briefly depict.

1 Introduction

Electronic marketplaces facilitate the exchange of goods, services, information, and payments and create economic value for buyers, sellers, market intermediaries, and for society [2]. Bakos states that the main functions of markets are matching buyers and sellers, facilitating market transactions, and providing an institutional infrastructure enabling the efficient functioning of the market. Thus, market design focuses on the design of “efficient markets” providing “precise and accurate information to all participants and giving them the ability to identify and exploit all advantageous trades” [1]. The institutional rules that make the electronic market work, and the process that installs these rules, have to be analysed on the basis of market participants’ requirements, economic efficiency, and social justice.

Market participants have various - and to some extent - contradictory requirements. Thus, it would appear desirable to have many electronic markets, each fulfilling the participants’ requirements concerning the traded goods and the trading rules. This would lead to many different markets, and consequently to a split of liquidity between all markets. As this dilemma of liquidity versus adaptability cannot be resolved in conventional electronic trading systems, a new market concept is needed in order to fulfil investors’ requirements and to avoid the splitting of marketplace liquidity. One way would be to combine markets, which not only implies the integration of markets based on identical market models, but also the combination of different market models. Alternatively, the integration of markets leads to the synchronous existence of orders within two or more markets that, for their part, raise economic and technical questions concerning the feasibility and reasonability of such concepts.

This paper does not discuss the economic reasonability of market integration with reference to the corresponding literature [7]. Instead it demonstrates a novel compo-
ponent based concept for the implementation of market integration. In this concept, the market structures are concatenated with the information for their management. From this concatenation, questions arise such as: "Which kind of combinations of market models are possible?"; "How can MetaMarkets communicate with their environment?", and "What does the software architecture for MetaMarkets look like?". Because this concept joins market structures that belong together with their management information we call it MetaMarket.

The remainder of this paper is organized as follows. Section 2 introduces Cascading Dynamic Market Models as a solution for the liquidity versus adaptability dilemma mentioned above. Section 3 briefly presents components that are used for component based market modelling. Section 4 introduces the MetaMarket concept as an extension of component based modelling and presents some key issues surrounding it. The implementation of MetaMarkets is then discussed in Section 5. Finally, the paper concludes in Section 6 with remarks and discussion about our future research.

2 Cascading Dynamic Market Models (cDMMs)

The individual preferences and requirements of market participants concerning the trading rules raise a challenge for the market designer because their fulfillment appears to be impossible using traditional concepts of market models. This section focuses on the market microstructure (one perspective of the market engineering concept) and proposes a complex market structure (in this paper we use the terms “market structure” and “market model” synonymously) mapping the requirements of the traded product as well as the needs and demands of the market participants. These needs and demands require a market design that induces market efficiency and, in particular, provides precise and accurate information to all participants, efficient and reliable communication with one or several markets simultaneously, safe and trustworthy exchanges and ensures the correctness and efficient computation of market decisions [1]. Therefore, we propose a new market concept that provides the integration of markets within one market model – that is to say, multiple market models combined on one trading platform fulfilling the requirements listed above.

[3] introduce the concept of “Dynamic Market Models (DMMs)”. Market participants themselves are given the opportunity to choose market microstructures’ characteristics according to their preferences in a DMM. This idea of dynamic market models fulfils the postulated characteristic of more individual market design, but does not provide much more flexibility than traditional market models: the market participant just chooses one set of market parameters and therefore one market he wants to place the order in.

[7] extend the concept of DMM to “cascading Dynamic Market Models (cDMMs)”, considering the integration of single market models within one order book. We suggest a more comprehensive interpretation of this concept of cDMMs. The cascading concept supports the configuration and combination of multiple market models and is, thus, an extension of the concepts presented by [3] as well as [7]. For a comprehensive definition and description of cDMMs, the following two perspectives must be considered: (1) the market designer’s view and (2) the order’s view.

Form the market designer’s point of view, cDMMs allow the market designer to determine the market structure, that is the parameters of the market mechanism and the trading rules, as well as a combination of multiple market models within the trad-
ing platform. This combination can either be parallel (parallel market models) or sequential (sequence of market models). From the order’s perspective, cDMMs allow the market participant not only to choose more than one market to place the order in simultaneously, but also to define preferences for the sequence of markets the order has to pass through.

This is depicted in Figure 1. As shown in the market view, six markets exist, M1 to M6, each market individually designed, e.g. by different trading rules and matching algorithms, and combined either in parallel or sequentially to a cDMM. The orders A and B, illustrated in the order view, choose a sequence of markets to be traded in. Order A has the preference of first being traded in market M1, then, if not executed in this market, moving on simultaneously to the parallel markets M2 and M3, and finally, being traded in market M6. A second example is given for order B. Order B first goes into market M4. If not executed here, order B exists simultaneously in M1 and M2 and afterwards, if not executed, enters market M5.

In a first step, we have suggest the idea of cDMMs as an integration of multiple market models within one trading platform. The market microstructure, e.g. the trading rules and matching algorithms, has to be defined. As we postulate a generic approach to define the market structure depending on the product specifications and the demands of the market participants, we propose, in a second step, a component based approach.

### 3 Components

The central questions for the implementation of electronic markets are 1) which trading rules are needed? and 2) how can they be implemented and finally composed to a concrete market model? In [6] a component based approach for the definition of market models is given. The authors define components as rules and algorithms that build the fundamental criteria for the market structure and for the definition of its characteristics in following way:

**Definition: Component**

Given a set of rules \( R = \{R_1, R_2, \ldots, R_k\} \) with \( R_i, i \in \{1, \ldots, k\} \), \( k \) mutual independent rules, and a set of algorithms \( A = \{A_1, A_2, \ldots, A_l\} \) with \( A_j, j \in \{1, \ldots, l\} \), \( l \) mutual independent algorithms. Then \( C \) is a component defined as a set of rules \( R \) and a set of algorithms \( A \) that is \( C = \{R, A\} \).
For the concatenation of these components to new components and finally to new market structures, the authors define a logic composition operation for two or more components as follows:

**Definition: Composition**

A composition is a logic operation of two or more components.

Given two components \( C_1 \) and \( C_2 \), each component defined by a rule and an algorithm, a new component is achieved by the logical combination of \( C_1 \) and \( C_2 \), that is \( C = C_1 \circ C_2 = C_2 \circ C_1 \). In this case, \( C_1 \) and \( C_2 \) are subcomponents of \( C \).

Having determined components and the composition of components, a definition for a component based market structure can be given in following way:

**Definition: Component based market structure**

Given a set of rules \( R \), a set of algorithms \( A \), and \( n \) components \( C_i = \{R_i, A_i\} \) for \( i = 1, \ldots, n \) with \( R_i \subseteq R \) a subset of \( R \) and \( A_i \subseteq A \) a subset of \( A \) we define a market structure based on components as a composition of \( n \) Components, that is a component based market structure

\[
M = C_1 \circ C_2 \circ \ldots \circ C_n = \{R_1, A_1\} \circ \{R_2, A_2\} \circ \ldots \circ \{R_n, A_n\}.
\]

These definitions propose an abstract way to support the design and configuration of complex market structures in an easy manner. According to these definitions, a market structure can be built up from components using composition.

These criteria, or parameters, have been discussed for example by Wurman et al. [9], by Lomuscio et al. [5], by Ströbel and Weinhard [8]. In particular, the Montreal Taxonomy [8] gives a comprehensive overview of the criteria, parameters, rules, and algorithms necessary to define a market structure. These criteria are independent and orthogonal and form an \( n \)-dimensional criteria space, where “\( n \)” is the number of all criteria necessary to define a market structure.

Following sections present an approach analogous to the component based composition of market models for the definition and implementation of complex market structures.

### 4 MetaMarket

This section focuses various aspects of the implementation and realization of multiple markets. Thus, the concept of *MetaMarkets* is presented as one approach to the implementation of cDMMs.

CDMMs can be generated in two ways: by a market designer, or by an investor. In the first case, the market designer configures each market model individually and creates a complex market structure by combining two or more (individually configured) market models to one logical unit. This was mentioned above as the “market designer’s view”. In this case, the market designer joins two or more markets running simultaneously or sequentially in such a unit. Although the internal structure of each logical unit (that is the setting of the market structures’ parameters of each market model and the combination of these market models) is visible to the market participants, each unit can be treated as one single market. Thus, it is characteristic for cDMMs that the market designer fixes their internal structure as well as additional rules.
In the second case, an investor can generate cDMMs ad hoc (on the fly). The investor inserts the information about the markets into the order which the order should enter simultaneously or sequentially. Focusing on the market models the order has to pass through, we get a cDMM that exists only from the order’s point of view. This case is mentioned above as the “order’s view”. Accordingly, each order potentially contains a cDMM of its own. The implications of both ways for the definition of a cDMM are discussed below.

As mentioned above, our concept of cDMMs is an extension of Neumann et al. (2002). The authors consider the integration of single market models within one order book. Due to the necessity to integrate any kind of market structures, the integration cannot be based on one order book. Consider the example of mutual different matching rules: each matching rule requires a separate and differently organized order book. This problem is particularly obvious from the order’s point of view: each market participant is able to define a virtual cDMM with an individual order book for each order. Referring to this, it seems impossible to define a common order book. Thus, we propose a more general concept of market integration. In our approach, each market has its own order book and every single order may register itself in the multiple order books synchronously, according to the rules that the investor has defined for the order. Figure 2 illustrates the situation described above. The order, O, that is first entering a cDMM, registers itself in (the order book of) M1 and can be matched in M1. If no matching occurs, O cancels its registration in M1 and registers synchronously in M2 and M3.

In this context, new problems arise: the synchronization of accesses and deadlocks. These cases are deeply discussed in Czernohous et al. (2003) [4] and do not fall within the ambit of this paper.

Analogous to the definition of market structures by rules and algorithms, a market designer defines cDMMs as a combination of multiple markets. This combination of the markets is based on rules between these markets. The concept of MetaMarkets we propose is one way to manage the combination of multiple markets and the rules between the markets.
**Definition: MetaMarket**

A *MetaMarket* is defined as a set of markets and rules representing relations between markets (intern rules $R^i$) and their environment (extern rules $R^e$). Let $MM$ be a MetaMarket, $M := \{M_1, M_2, \ldots, M_k\}$ a set of markets, and $R := \{R_1, R_2, \ldots, R_n\}$ a set of rules. Then we can define $MM$ as a composition of markets and rules with

$$MM := M_1 o M_2 o \ldots o M_k o R_1 o R_2 o \ldots o R_n,$$

$k, n \in \mathbb{N}$, $R_j \in \{R^i, R^e\}$, $x, y \in \mathbb{N}$.

Note that defining the MetaMarket as a composition we consider both markets and rules as components that are combined to complex market structures by the composition. Internal rules of the MetaMarket define, for example, the sequence of the markets and their validity over time, e.g. discrete time points for starting and stopping markets. External rules define, for example, the sequence of markets an order has to pass through within a MetaMarket. Figure 3 sketches the setting of a MetaMarket with two markets $M_1$ and $M_2$ and rule set $R$.

As already mentioned, rules are necessary to combine multiple markets to a cDMM as a complex market structure (market designer’s view) or to define the sequence of markets an order has to pass through (order’s view). The markets and the rules are managed together and coordinated by MetaMarkets. Nevertheless, each market contains trading rules and algorithms that are defined by market structure parameters (cf. Section 3). Such rules can either be time based (e.g. fixed or relative starting and stopping rules) or event based (e.g. market will be cancelled due to a high price volatility). The rules of a MetaMarket analogously control the coordination of the multiple markets it contains. Thus, the concept of MetaMarkets is a promising approach to managing the rules for cDMMs and provides the coordination of the markets within a cDMM.

As described above, cDMMs are defined by a set of market models and the coordination of the market models by rules. In all probability, the most intuitive rule between market models is based on the time. Time-based rules dictate, e.g. the starting and stopping times of markets, and thus formulate time-based relations between the markets. Let $Start(M_i)$ be the starting time of market $M_i$ and $Stop(M_i)$ the stopping time of it and let $Start(M_i) \leq Stop(M_i)$ for $i=1,\ldots,8$.

Figure 4 presents, in four cases, different possible combinations of two market models with different starting and stopping times. The case a) shows markets $M_1$ and $M_2$ being valid one by one. In case b) market $M_3$ starts before market $M_4$ and ends after it. In case c) the situation in which Market $M_5$ stops before $M_6$ starts: $Stop(M_5) \leq Start(M_6)$ is focused. The case of overlapping markets is shown in d).

![Fig. 4. Combinations of market models.](image-url)
The example mentioned can be extended to event-based starting and stopping rules. In that case, the starting and stopping times are not fixed but flexible, depending on events, that trigger the starting and the stopping of markets. To specify the case of event-based rules, consider a market structure such as an English Auction. The English Auction can be stopped 10 minutes after the last order has been inserted. In this case, the stopping time is relative to the event “last order inserted” and thus the stopping rule of the English Auction is event based.

![Fig. 5. Communication between an order and a MetaMarket.](image)

MetaMarket is a concept to manage cDMMs especially to coordinate multiple market models throughout rules. In addition to this, MetaMarkets also have to “communicate” their internal structure to its environment. Consider the case of an investor choosing a cascading dynamic market (cDM) for his order to be traded in (cDM is an instance of cDMM). Thus, the order has to register in the cDM and with its registration the order receives information about the internal structure of the cDM i.e. the sequence of markets and their coordination. Figure 5 (cf. also Figure 2) describes this situation. An order O is entering a MetaMarket MM. First, O communicates MM its interest to be traded in MM (Step 1). Then MM communicates to O the sequence of markets it has to pass through (Step 2). According to this information, O initialises its own rules and can be traded in MM.

## 5 Implementation of MetaMarkets

As described above, a MetaMarket is a coherent combination of markets and rules. The description of MetaMarkets enables the integration of multiple market models and rules between them. This section briefly presents the description of MetaMarkets in XML. In the XML-file, the markets belonging together are managed as a single unit. Figure 6 presents a draft of an XML-structure for the description of MetaMarkets.

The area `<Relationships> ... </Relationships>` contains information about all relationships between market structures.

The information between the tags `<Relationship> ... </Relationship>` describe the relationship of a single market structure with the whole MetaMarket or paired relationships between market models. The relationships are defined by events (as in time-based instances) that regulate the starting or stopping of concrete markets within the MetaMarket. We define the following syntax for the definition of events: `Market[Market_Name(StartEvent(Entry);StopEvent(Exit))]`, whereby specifications combined by logical operations for both events are allowed. For example, if the market model “StockMarket” should be activated at 12:00 am and finished at 16:00 pm we can specify it as follows:

`Market[StockMarket(clocked(12:00);clocked(16:00))].`
The area `<OrderSequenceInformation>` ... `<OrderSequenceInformation>` contains information that a MetaMarket has to “communicate” to an entering order (cf. Figure 6). From the order point of the view, the information submitted from the MetaMarket describes any combination of market conceivable in a MetaMarket. The principle idea is that any combination of market models is imaginable as a sequence of parallel and sequential market models. Therefore, we use a grammar to describe a sequence of parallel (\(P\)) and sequential (\(S\)) market models. With this grammar, we are able to define any combination of market models. In the concrete implementation of this grammar, additional information are used to describe events that are used to trigger the state of the order.

Figure 7 clarifies the grammar described above. The chart represents the information an order receives at the moment it enters a MetaMarket. In this example, the order has to visit seven markets in six subsequences. In the first subsequence, the order enters market MM1 and MM2 synchronously. After exiting market MM2, the order enters markets MM3, MM4, and so on. As already mentioned, the events that trigger entry or exit can be time based, or specifically defined in the order, in the market model, or in the MetaMarket.
The definition of the market models used in a MetaMarket is given between the tags `<MarketList>` ... `/MarketList>`. These tags isolate a group of objects that define the concrete market models in the current MetaMarket.

To keep a single market model independently usable in any MetaMarket, it is not physically included into the MetaMarket definition, but linked. This leads to the layered architecture of MetaMarkets presented in Figure 8.

The order layer contains four orders and three MetaMarkets in the MetaMarket layer. The market layer contains the available markets - M1, M2, M3, and M4. MetaMarket1 contains three markets - M1, M2, and M3; MetaMarket2 contains markets M3 and M4; and MetaMarket3 contains only market M4.

![Layered Architecture of MetaMarkets](image)

Fig. 8. Layered Architecture of MetaMarkets.

MetaMarkets enable the insertion of a single instance of a market into any number of MetaMarkets. Consequently, orders that are inserted into different MetaMarkets can meet in one market instance common to both of the MetaMarkets. For example, in Figure 8 the same instance of M4 is present in both MetaMarket2 and MetaMarket3. Order 3 is inserted into MetaMarket2 and MetaMarket3 and order 4 is inserted into MetaMarket3. In this instance, order 3 and order 4 can be traded, although they are originally inserted into different MetaMarkets. Additionally, order 3 can be traded with order 1, which is inserted into MetaMarket1 and MetaMarket3, hence, MetaMarket1 and MetaMarket2 have a common instance of market model M3.

6 Concluding Remarks and Future Work

The main problem in fulfilling the requirements of market participants at the level of market modelling is that they are, to some extent, contradictory, and therefore not resolvable in conventional electronic trading systems. The concept of MetaMarkets offers a practical approach for new kinds of electronic markets. We propose that MetaMarkets eliminate some of the problems that arise from the dilemma of liquidity versus adaptability because it combines multiple market models in one complex market model, and supports a larger volume of market participants' requirements. It is fair to say that this dilemma does not vanish solely with MetaMarkets. The MetaMarket concept provides promising possibilities for market modelling. It transfers the problems generated by the dilemma from the level of asking: “What can be done to fulfil market participants' requirements?” to the more concrete question: “How can available concepts be used to fulfil these requirements?”
Further research about market integration with MetaMarkets is needed, as well as research about their effects on market quality. Moreover, a rigorous definition of economically meaningfully events that trigger the entry or exit of an order into a market is required. After implementation of the MetaMarket concept in the near future, more detailed information about its economic effects and usability are needed. As a consequence, experiments involving students and simulations are imminent.
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Abstract. Through computer simulations, this paper evaluates the performance of an online multidimensional auction system with negotiation support and especially focuses on investigating the efficacy of two design features of online multidimensional auction system on its performance: sellers’ feedback and post-utility scoring method. The performance of the auction system is measured by joint gain and speed of convergence. The simulation results demonstrate that the use of sellers’ feedback and post-utility scoring method lead to better bargaining outcomes as measured by the buyer’s total utility and the number of auction rounds. The research results provide important theoretical implications about the role of information feedback in auction design.

1 Introduction

Although auctions have been studied by economists for a long time, only recently has the online multidimensional auction mechanism received attention from researchers as an efficient way of resolving one-to-many bargaining problems [Bichler 2000]. Among the early studies on multidimensional auctions [McAfee & McMillan 1988], Che [1993] studied design competition in government procurement by developing a model of two-dimensional auctions, where firms bid on both price and quality, and bids are evaluated by a scoring rule set by a buyer. Branco [1997] further extended Che’s model by incorporating the impact of costs’ correlations on the design of multidimensional auction mechanisms. According to his analysis, when the costs of the several bidders are not independent, the buyer has to use a two-stage auction; in the first stage the buyer selects one firm, and in the second stage, he or she bargains to readjust the level of quality to be provided. Bichler [2000] provided the first experimental analysis of multidimensional auctions. He showed that the utility scores achieved in multidimensional auctions were significantly higher than those in conventional auctions. Strecker and Seifert [2002] report on a computer-based laboratory
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experiment in a sole sourcing scenario of a single, indivisible object and investigate whether a multi-attribute reverse English and a multi-attribute reverse Vickrey auction institution lead to identical outcomes with respect to the buyer’s utility, suppliers’ profits and allocational efficiency. The results show no significant difference in suppliers’ profits.

This research focuses on investigating the efficacy of two design features of online multidimensional auction system on its performance: sellers’ feedback and post-utility scoring method. The performance of the auction system is measured by joint gain and speed of convergence. The joint gain is operationalized by a utility score achieved by the buyer and/or seller [Bichler 2000] and the speed of convergence can be measured by the number of rounds taken in the multi-round auction.

The remainder of this paper is organized as follows. Section 2 explains the use of sellers’ feedback and the post utility scoring. Section 3, 4, and 5 proposes the hypotheses, experimental design, and experiment setting respectively, Section 6 gives the results of simulation and the final section discusses the conclusions and future research issues.

2 Multidimensional Auction with Seller’s Feedback and Post-utility Scoring

2.1 Use of Sellers’ Feedback

In the conventional procurement auction, buyers search current market conditions (i.e., product feature and price) and create Request for Quotes (RFQs) to initiate the auction. Therefore, the buyers’ aspiration levels are determined by the search results. In case the buyers fail to properly assess the market conditions when they initiate auctions (e.g., the buyers’ requirement is set too high for a given budget), the auctions lead to failure, causing extra cost and time. Furthermore, the buyers do not receive any useful information to adjust their RFQs when the auctions fail. Therefore, the buyers must initiate another round without knowing which requirement is set too high within a given budget. Such a situation occurs due to incomplete information inherent in the auction process. Economists have argued that incomplete information leads to less efficient bargaining outcomes [Strecker & Seifert 2003].

We argue that this can be resolved by providing the buyers with information on market conditions. Our system is designed to foster more efficient outcomes by providing sellers’ cost information to buyers. However, exposing detailed cost information can be a sensitive issue for sellers. Therefore, revealing sellers’ cost information should be minimized to provide just enough information so that the buyers can initiate the next round of the auction with a more reasonable RFQ.

2.2 Post-utility Scoring Method

Buyers sometimes do not have perfect knowledge on their utility functions before they see the alternatives from sellers. Our system allows buyers to determine their prefer-
ence structure after alternatives for all the issues have been determined, that is, after collecting offers from all the sellers. Buyers evaluate offers based on their utility functions, and utility functions are composed of the relative importance of issues and individual utility scores for each issue.

3 Hypotheses

We hypothesize that a buyer using MAMENS would achieve better bargaining outcomes than those using a conventional multidimensional auction system (Note: Throughout this paper, conventional multidimensional auction systems refer to the multidimensional auction systems built based on the proposed multidimensional auction mechanism but not having the two unique design features of MAMENS). It is also hypothesized that an increased number of sellers will lead to better bargaining outcomes for the buyers regardless of the trading mechanism. More specifically, the following formal hypotheses are proposed.

H1: Using the post-utility scoring method of the MAMENS system will lead to more joint gain than not using it.
H2: An increased number of sellers will lead to more joint gain regardless of utility scoring method.
H3: Providing buyers with sellers’ cost information in the MAMENS system will lead to a quicker speed of convergence.
H4: An increased number of sellers will lead to quicker speed of convergence regardless of the existence of sellers’ cost information.
H5: Providing buyers with sellers’ cost information in the MAMENS system will lead to more joint gain than not providing it.
H6: An increased number of sellers will lead to more joint gain regardless of existence of the sellers’ cost information.

4 Experimental Design

In order to test the hypotheses, two independent experiments were conducted using computer simulation as in Bichler [2001]. Details of the computational platform used for the simulation is presented in the following sections. While holding other variables constant, each experiment employed two independent variables: the treatment and number of sellers. In each experiment, there were three groups with a different number of sellers (3, 5, and 7). The computer simulation ran 30 sessions for each group under the two conditions: one with treatment and the control group without treatment. Except for the treatment, all the parameter values were the same within the experiment.

Experiment I

Hypotheses 1 and 2 (the effect of the post-utility scoring method) were tested in Experiment I. A buyer initiated the multidimensional auction with a maximum level of
price threshold (i.e., 100) in order to avoid the failure of first round bargaining due to a tight budget. Sellers were assigned randomly to the two conditions: MAMENS (with the post-utility scoring method) and conventional multidimensional auction system (without the post-utility scoring method). To investigate the effect of the post-utility scoring method, the mean values of the buyer’s total utility (i.e., joint gain) from both conditions were compared using ANOVA test.

Experiment II

In Experiment II, hypotheses 3, 4, 5, and 6 (i.e., the effect of sellers’ feedback) were tested. In this experiment, unlike in Experiment I, a buyer initiated the multidimensional auction in each trading session with an unreasonably low level of price threshold (i.e., 68), purposefully causing the failure of first round bargaining. After the failures of each round, the buyer relaxed one requirement per round in order to increase the chances of receiving a satisfactory offer in the next round. The auction continued to run new rounds until the buyer found a satisfactory offer.

There were two treatments in Experiment II to illustrate relaxing requirements: MAMENS (with sellers’ feedback) and conventional multidimensional auction system (without sellers’ feedback). The buyer using MAMENS relaxed the requirement that was most cost-causing to the majority of sellers. On the other hand, the buyer using the conventional multidimensional auction system relaxed the requirement that was personally least important.

Investigating the effect of sellers’ feedback is more complex than investigating the effect of the post-utility scoring method. The number of rounds taken to reach agreement as well as the mean value of the buyer’s total utility is used as a measure of effectiveness of the two systems. The number of rounds would reveal the efficiency of the negotiation support capability whereas the buyer’s total utility value would show the quality of the final bargaining outcomes. These two dependent variables were compared using ANOVA test.

5 Experiment Setting

5.1 Task

The task used in the experiments is digital camera trading. The hypothetical digital camera trading game involves two issues in addition to the price: resolution (number of pixels) and delivery time (number of days). The total cost of a camera depends on only two factors: the cost of resolution and delivery time. Each trading session involved one computer-simulated buyer and various numbers of computer-simulated sellers (3, 7, and 11). To investigate the research questions in Experiment I, we run the computational platform with two different modes to calculate the overall utility to the buyer: MAMENS mode (with post-utility scoring) and conventional auction mode (without post-utility scoring). In Experiment I, the winning offers determined by the two different modes are compared. In Experiment II, only MAMENS mode is used because the experiment’s focus is not the effect of different utility scoring methods.
5.2 Parameters

The computational platform involves a number of parameters that are considered to affect the bargaining outcomes. In order to focus on testing the research questions, some of the parameters are intentionally manipulated or held constant by the researcher, while others are randomly assigned by the computer (Table 1).

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Parameter value used in the simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of sellers</td>
<td>3, 7, 11</td>
</tr>
<tr>
<td>Number of issues</td>
<td>3</td>
</tr>
<tr>
<td>Number of trading session runs</td>
<td>30</td>
</tr>
<tr>
<td>Buyer’s price threshold</td>
<td>100 in Experiment I, 68 in Experiment II</td>
</tr>
<tr>
<td>Value weight</td>
<td>54:23:23 (Price: Resolution: Delivery time)</td>
</tr>
<tr>
<td>Cost weight</td>
<td>Random number between 0.2 and 0.8</td>
</tr>
</tbody>
</table>

Number of Sellers

Most previous bargaining experiments used a fixed number of bidders because of the cost for human subjects. Bichler [2000] used four sellers in his multidimensional auction experiment. We, however, use different numbers of sellers for each experiment in order to investigate the effect on the bargaining outcome of a changing the number of sellers. For each experiment the computational platform runs the same simulation with three different group sizes: 3, 7, and 11 respectively.

Number of Issues

A multidimensional auction can involve many issues, although price is the main concern for the buyer. Throughout the simulation the number of issues is being held to three - price, delivery time, and resolution - in order to focus specifically on the current research questions.

Number of Trading Sessions

For each study, the computational platform runs 30 trading sessions in order to provide sufficient data for the statistical analysis. Each session might include several trading rounds if the buyer cannot find the winning offer in the first round. Otherwise, one session of bargaining will include only one trading round.

Buyer’s Price Threshold

In the simulation, the buyer has a price threshold or a budget limit that the sellers’ offers cannot exceed in order to be accepted. Therefore, it can be assumed that the lower the price threshold the less the chance of finding an offer that fulfills the RFQ. Different buyers’ price thresholds are used for each experiment. In Experiment I, the purpose is to examine the effect of the utility scoring method and therefore subsequent bargaining rounds are not performed. Therefore, buyers hold the highest possible threshold (100) in order to avoid impasse in the first round. In Experiment II, on the other hand, the threshold is set significantly lower (68), in order to make it harder for sellers to fulfill the RFQ within the price threshold. The threshold of 68 was chosen because it was the value that led to impasse in the first round of bargaining in the pilot
testing of the simulation. However, as the buyer keeps relaxing requirements in subsequent rounds, sellers can also reduce the total cost, increasing the chance of fulfilling the RFQ within the price threshold.

**Value Weight**

The relative importance of issues can affect the bargaining outcomes of multidimensional auctions [Bichler 2000]. Therefore, it is important to balance the weight distributions and keep them constant. The pilot experiments of this study sought to use perfectly balanced weight distribution (e.g., 34:33:33). However, it was determined that there was a difference between the weight for price and the other two issues. Price is a *continuous attribute* in terms of determining utility score while the other two issues are *discrete attributes*. The pilot experiments showed that the weight on the price tends to be under-represented compared to the other weights due to the different utility scoring method. In other words, if all three issues have the same weight, the impact of price change is less than those of the other two. This simulation, therefore, put more weight on the price. However, the same weight distribution, (54:23:23), is used throughout the entire simulation.

**Cost Weight**

Unlike the buyer who has three value weights, sellers have only two cost weights: one for resolution and the other for delivery time. The cost weight is randomly determined by the computer within the range of 0.2 and 0.8 adding up to 1.

### 6 Simulation Results

#### 6.1 Experiment I: The Effect of the Post-utility Scoring Method

In Experiment I, for all groups, the utility scores achieved by the buyer in the post-utility selection treatment were significantly above those achieved by the conventional method. Using a two-way ANOVA ($\alpha=0.05$), the null hypothesis of revenue equivalence between the post-utility scoring method and the conventional method was rejected, and the hypothesis 1 that MAMENS’s post-utility scoring method would achieve higher utility scores than the conventional method was supported. Also, the number of sellers had a significant effect on the outcome. Therefore, hypothesis 2 was also supported. Although there was not a specific hypothesis related to the interaction effect, it was investigated using a two-way ANOVA test and no significant interaction effect was found. Table 2 shows the results of Experiment I.

<table>
<thead>
<tr>
<th>ANOVA test results (hypotheses 1 and 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source of Variation</td>
</tr>
<tr>
<td>Number of sellers</td>
</tr>
<tr>
<td>Treatment (post-utility scoring vs. conventional)</td>
</tr>
<tr>
<td>Interaction</td>
</tr>
</tbody>
</table>

Table 2. The results of Experiment I: Hypotheses 1 and 2 (ANOVA).
The buyer’s total utility values achieved in the treatment of the post-utility scoring method were, on average, 3.27% in group 1 (group size 3), 4.86% in group 2 (size 7), and 7.62% in group 3 (size 11) higher than those achieved by the conventional method. Figure 1 shows the buyer’s total utility value on average for each group.

**Fig. 1.** Average buyer’s total utility value.

### 6.2 Experiment II: The Effect of Sellers’ Feedback

In Experiment II, for all groups, the number of rounds taken by the buyer to determine the winner in the MAMENS system was significantly smaller than that of the conventional system. Using a two-way ANOVA test ($\alpha = 0.05$), hypothesis 3 was supported: MAMENS leads to quicker agreement than the conventional system. The effect of the number of sellers was also significant. Therefore, hypothesis 4 was also supported. The interaction effect was not significant. Table 3 summarizes the results and Figure 2 shows the average number of rounds taken for each group and treatment.

**Table 3.** The results of Experiment II: Hypotheses 3 and 4 (ANOVA).

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>df</th>
<th>F</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of sellers</td>
<td>2</td>
<td>15.41</td>
<td>&lt; 0.0005</td>
</tr>
<tr>
<td>Treatment (MAMENS vs. conventional system)</td>
<td>1</td>
<td>13.25</td>
<td>&lt; 0.0005</td>
</tr>
<tr>
<td>Interaction</td>
<td>2</td>
<td>1.19</td>
<td>0.306</td>
</tr>
</tbody>
</table>

**Fig. 2.** The average number of rounds taken for each group and treatment.

For all the groups, the utility scores achieved by the buyer in the MAMENS system were also significantly above those of conventional system. Using an ANOVA test
(\(\alpha = 0.05\)), the null hypothesis of revenue equivalence between the MAMENS system and conventional system was rejected, and hypothesis 5 was supported: MAMENS achieved higher utility scores than the conventional system. The effect of the number of sellers was also significant. The interaction effect was not significant. The results are shown in Table 4 and Figure 3 shows the buyer’s total utility value for each group in Experiment II.

Table 4. The results of Experiment II: Hypotheses 5 and 6 (ANOVA).

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>Df</th>
<th>F</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of sellers</td>
<td>2</td>
<td>3.39</td>
<td>0.036</td>
</tr>
<tr>
<td>Treatment (MAMENS vs. conventional system)</td>
<td>1</td>
<td>17.20</td>
<td>&lt; 0.0005</td>
</tr>
<tr>
<td>Interaction</td>
<td>2</td>
<td>1.24</td>
<td>0.291</td>
</tr>
</tbody>
</table>

Fig. 3. Buyer’s total utility value in Experiment II.

7 Discussions and Conclusion

The research results provide important theoretical implications about the role of information feedback in auction design. Koppius et al. [2000] argue that information feedback during an auction might have a significant impact on the performance of the auction mechanism and their proposition was made regarding the information feedback on improving a bid from a seller’s perspective like in [Bodendorf et al. 1997; David et al. 2002]. Parkes [2002] considers auction design in a setting with costly preference elicitation and motivates the role of proxy agents situated between bidders and the auction, and maintain partial information about agent preferences and compute equilibrium bidding strategies based on the available information. The proxy agents can also elicit additional preference information incrementally during an auction. Parkes [2002] shows that indirect mechanisms, such as proxied ascending-price auctions, can achieve better allocative efficiency with less preference elicitation than direct mechanisms, such as sealed-bid auctions.

The simulation results presented in this paper validate the proposition from the buyer’s perspective. Revealing information by a party can also tilt the information balance of power [Koppius et al. 2000]. Although this paper did not investigate this issue in depth, it is suggested that a trusted third party can help the participants maintain a balance of power by regulating the degree of information feedback.
The research has several limitations. First, the computer simulation was conducted in a controlled environment to examine the effect of a limited number of factors. Therefore, the research results may turn out differently in real auction situations where various unexamined factors are involved that interact with each other. Second, although this study simulated realistic bargaining situations, some of the parameters were necessarily arbitrary. These limitations are inherent in computer simulation and can be overcome by a field study.

In addition to field experiments, there are several promising areas for future research. There needs to be further investigation on the impact of other variables on the performance of multidimensional auction mechanisms. Although this study investigates the effect of changing the number of bidders in the analysis of multidimensional auctions, there are still more variables that might affect the bargaining outcome in these multidimensional auctions. For example, the effect of the number of issues on the bargaining outcomes has not been thoroughly studied. Future studies need to look at such variables and their interactions by extending the simulation model presented in this study.
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Abstract. This paper proposes a domain-independent generic trading platform that provides various auction and negotiation types. Requirements of the platform in the “generic” context, e.g. domain-independency, reusability, and flexibility, are identified and characterised. We propose two comprehensive concepts provided by the generic platform: (i) a basic order structure, and (ii) a basic transaction process. The generic order presents a domain-independent structure defined by multiple attributes. The basic transaction process is modelled at a high level of abstraction respectively various auction and negotiation protocols. Considering the basic transaction process as an action system leads to a finite sequence of states. Hence, the sequence of states is not fixed, and each state can be individually parameterised. These characteristics enable an individual configuration of an abstract execution model for negotiation processes and thus provides genericity in electronic negotiations.

1 Introduction

The intention of our research work is to develop and implement the concept of a generic platform for electronic markets. The platform is the core, or market server of our generic system and supports all facets of electronic markets. Ranging form bilateral negotiations like chatting, to auction mechanisms, or even more complex negotiation protocols, the generic platform is the basic system that enables the automation of trading and negotiation processes. The platform provides the infrastructure and all necessary services to set up electronic markets for electronic negotiations. Basic functions that are common to all electronic markets, and thus provided by the market server, are (1) input functions that accept input data from outside the system, (2) storage functions that retain input data and retrieve stored data, (3) processing functions that calculate, and manipulate in other ways, the input and stored data, and (4) output functions that produce processing results for use outside the system.

According to these aspects, the trading platform, or market server, can be defined as a run-time environment for electronic markets. Hence, a market is commonly defined as a physical, or virtual, location where price is determined and buy and sell orders are matched to create trades according to a set of rules that govern the processing of these orders. The definition given in [1] states that “electronic markets are based on technology and are highly automated, providing different types of services for investors”.
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Bakos [2] describes electronic markets as “inter-organizational information systems that allow buyers and vendors to exchange information about prices and product offerings”. Common to these definitions is that an electronic market carries out a market with technical aids to fulfil the needs of buyers, sellers and other information carriers in respect of information dissemination and exchange. In this context, trading describes the interaction and coordination between buyers and sellers to exchange information, goods, services, and payments. The interaction and coordination process comprises standardised as well as complex transaction processes, e.g. auctions and negotiations. However, electronic markets support the transaction processes mentioned above, enabling multiple buyers and sellers to interact, and provide additional services and tools. Most traditional electronic markets or negotiation systems provide coordination mechanisms, ergo one pricing mechanism.

Since all auctions are negotiations, (but not vice versa, cf. [3]) we consider works from both fields of research in this section. McAfee and McMillan [4] define an auction as “a market institution with an explicit set of rules determining resource allocation and prices on the basis of bids from the market participants”. According to Smith [5], an institution, together with an economic environment, defines a microeconomic system.

1. The institution \( I \) defines the language of the market and \( g \), the communication rules for agents as well as the rules governing the communication process (c.f. [5], [6]). Besides this, an institution defines allocation rules \( h \) to determine the (provisional or final) allocation of the commodities, and cost imputation rules \( c \), the payment to be made by the agents. The individual property rights of each agent \( i \) are defined by \( I_i = (M_i, h_i, c_i, g_i) \) specifying the space of possible messages \( M_i \) agent \( i \) may sent, agent \( i \)'s allocation \( h_i \), agent’s payment \( c_i \), and agent’s message exchange rules \( g_i \). The collection of all agents’ property rules results in the institutions of the microeconomic system \( I = (I_1, \ldots, I_N) \).

2. An economic environment \( e = (e_1, \ldots, e_N) \) is defined by the characteristics \( e_i \) of economic agents \( i \in \{1, \ldots, N\} \) (market participants). Agent’s \( i \) characteristic \( e_i \) is defined over a \( K + 1 \) dimensional commodity space specifying the agent’s utility function, a technology (endowment), and a commodity endowment. Hence, the environment \( e \) is defined as a “set of initial circumstances which can not be altered by the agents or the institutions within which they interact” [5]. Furthermore, each characteristic of an agent is private and not publicly observable.

Bringing together both the institution \( I \) and the microeconomic environment \( e \), a microeconomic system \( S \) can be defined: \( S = (e, I) \). Thus, considering each agent \( i \), the microeconomic system \( S \) is given by \( S = (e, I) = (e_1, \ldots, e_N, I_1, \ldots, I_N) \).

This paper focuses a dynamic view on the phases of the transaction process and its activities of the institution \( I \). The proposed action based approach on the transaction process leans on the media reference model (MRM) [7].

The MRM proposes a comprehensive concept for electronic negotiations contributing to a structured and methodological approach in engineering electronic negotiations. The MRM analyses the transaction process that is the interaction of agents on a (electronic) medium, e.g. a platform or electronic market, and identifies several phases of interaction. Based on the MRM, the contribution of this paper is manifold. We set out
to: (1) identify requirements of a generic electronic platform, providing various auction types, e.g. a generic order structure and the generic transaction process, and (2) propose a basic transaction process on a high level of abstraction. Requirements on the generic platform towards the order structure and the transaction process are identified in section 2. Hence, the order structure is not into the scope of this paper and thus we briefly sketch the idea of the generic order type. Section 3 focus on the aspects of a generic platform and present a basic framework for the generic transaction process. The main contribution of this paper is the modelling of the basic transaction process with action systems (cf. Section 3). Section 4 gives an example of an English auction, e.g. matching and allocation, modelled by an action system. In Section 5 we briefly summarise the main contributions of our research work.

2 Platform Requirements

To focus the genericity of the electronic trading system, the aim is to conceptualise and implement a basic system that provides various transaction protocols. Concerning electronic trading systems, the generic characteristic has various facets:

1. **Order-Structure (Request-Structure):** As the electronic trading system is not determined for a specific application domain, the transaction object has to be defined by a flexible and generic order structure (generic order). A generic order is constructed to serve various applications - the domain-independent structure is defined by multiple attributes, not limited to a certain number of attributes. For example in a stock market, the order is determined by a ISIN-number, the volume, and the price. In an automobile market, a car is specified by the colour, the horsepower, the type, the driven kilometres, and the price. The number of the attributes is not limited. A generic order can be seen as a framework, seeking to capture much of the complexity of the transaction objects by encompassing several variables, here attributes. Note that a framework identifies and structures the relevant variables. Furthermore, it also reveals the interactions between the variables. As such, the theory, the framework is based upon, comprises the variables, their organization, their interactions and finally their relationships. Thus, in our context of the generic order, the framework has to provide the characteristics of (1) the transaction object and (2) the market characteristics. To accomplish these prerequisites, the framework provides the dynamic definition and specification of the attributes. As a consequence of this, the framework or the generic order is a powerful concept enabling a generic application to various domains.

2. **Reusability of the transaction process:** The transaction process has to be defined and structured as a reusable process. Here, “reusability” means that the basic structure of the process can be used for similar transaction processes, such as auction (and later, negotiation) processes. Thus, identical or common activities of auctions have to be identified, building a basic structure of the transaction process. The basic activities and the basic process are defined within the core in a domain independent and flexible manner.

---

1 In this context, “generic” is defined as something that is applicable to an entire class or group.
Domain-Independency: The basic transaction process has to be detached from the domain and its specific transaction object as well as domain-specific behaviour of market participants. The basic process should be adaptable for different domains.

Flexibility: The basic transaction process has to be easily configured and implemented in new domains. Specifying the values of the basic activities within the transaction process results in a new auction type. Thus, a great flexibility in the design and creation of new auction types is achieved.

In a first step focussing on auction processes, our goal is to define and to validate a collection of various auction types. Analysing various auction types shows that all auctions have the process of matching, allocation and pricing in common. The reusability of such a common process allows the platform to run various auction types. Consider a finite number \( l \) of auction or negotiation types represented by their institutions \( I_{\text{Auction}} = \{I^1, \ldots, I^l\} \). Each auction type \( I^i \) has its own individual transaction process \( P^i \). Thus, genericity means (here) standardising the individual process to one reusable process. Let \( P_G \) be this basic standardised generic transaction process. Then, the standardisation can be expressed by a function \( \pi \) on \( P_i \) with \( \pi : P_i \rightarrow P_G \forall i = 1, \ldots, l \). The function \( \pi \) is the standardisation of the auction transaction processes or to say in other words - the mapping of the auction specific transaction processes into one basic transaction process \( P_G \).

Note: The economic environment \( e \) can be assumed as given. As \( e \) contains e.g. preferences of the agents, which are not commonly known, or the number of market participants, the economic environment is not relevant for modelling the transaction process in an abstract way.

Hence, the basic transaction process can be decomposed in its functional elements or components, which on their elementary level depends on parameters. Thus, we have to distinguish between two views on a generic process: (i) a static view and (ii) a dynamic view. From the static view the generic process depends on the identified parameters and the basic rules (c.f. [8], [9]) - from a dynamic view, it depends on activities that determine the process. Even these activities are controlled by parameters. From a dynamic point of view, the generic transaction process and its characteristics fall within the scope of Section 3.

3 Transaction Process

As mentioned in Section 2, a basic transaction process within the generic platform should fulfil the prerequisites of reusability, e.g. domain-independency and flexibility. The Montreal Taxonomy (MT) [10] focuses on auction and negotiation processes, presenting one common taxonomy. One contribution of the MT is the identification of four transaction phases (cf. [11]) and its sub-phases, as well as phase-relevant parameters common to all auction and negotiation protocols. The four main transaction phases are:

1. the knowledge phase, gathering information concerning products, market participants etc.,
2. the intention phase, specifying supply and demand with offers to sell and offers to buy,
3. the *agreement phase*, identifying the terms/conditions of the transaction and signing the contract, and
4. the *settlement phase*, executing the agreed-upon contract, determining the payments, supporting post sales etc.

All auction or negotiation protocols have these phases in common; they can differ in the setting of specific processes (rules and algorithms), e.g. different matching and pricing rules in the agreement phase, as well as in the sequence or repetition of the phases, e.g. multi-round negotiation processes. Even complex auction protocols like combinatorial or multi-attribute auctions follow these transaction phases. Thus, one challenge of the generic approach is to provide various negotiation mechanisms in one system.

The definition of $P_G$ focuses on the operational perspectives of markets. Operational perspectives common to all markets embrace the handling of orders. Therefore, processes common to all electronic markets, and respectively order-handling, need to be identified and separated from those unique to each electronic market. We consider these phases as action systems for the abstract description of the negotiation process phases. Originally, action systems were introduced for the “modelling of distributed systems at a high level of abstraction and for rigorous refinement of such models” [12]. Action systems offer a simple execution model where the whole program is considered as a guarded iteration statement [13]. The execution model has the form:

$$
\text{loop} \\
A : g \rightarrow S(x) \\
\text{end loop}
$$

In this model action $A$ is a statement. The execution of this statement is guarded by the guard $g$. Each action has a set of participant processes $x$ and a multiple assignment statement $S(x)$ that has read-write-access to the local variables of the process $x$ only. This model consists of atomic units of execution. The sequence of the execution is not definite: the execution of any statement $S(x)$ is allowed if $g$ is *true*. $S(x)$ is a single guarded iteration statement, noted by “**loop**” and “**end loop**”, that is repeated and executed as long as $g$ is true.

Considering the negotiation process at the high abstraction level, it consists of four phases: the information phase ($\text{Inf}$), the intention phase ($\text{Int}$), the agreement phase ($\text{Agr}$), and the settlement phase ($\text{Set}$). In addition to the negotiation process phases, we introduce an action ($\text{Env}$) for the setting of phase independent criteria\(^2\) in the abstract execution model. Thus, adapting the idea of an action system to the negotiation process phases leads to an action system with a limited set of abstract actions. In this instance the basic transaction process $P_G$ can be considered as a sequence of statements as follows:

---

\(^2\) Phase independent criteria do not influence the transaction process and its phases directly. These criteria are determined e.g. by the business structure (e.g. fees) or infrastructure. As noted before the action $\text{Env}$ does not model the economic environment - the economic environment is assumed as given (e.g. the preferences of agents or the number of market participants).
Note that the loop characterizes the iterative character of negotiations. The abstract execution model is not meant as an absolute sequence of executed actions - actions can be repeated, e.g. processes of the intention and agreement phase. The necessity of loops is motivated by, e.g. multi-round negotiation processes, allowing agents or bidders to modify their own offers or to cause a change to the offer of the bid-taker. Hence, revising offers and generating counteroffers leads to an alternating process between the intention and agreement phase [10].

The determination of the process parameters and participant processes requires a closer view on each phase of the negotiation process. According to the MT, this paper concerns the intention phase and the agreement phase of electronic transactions making the following distinction: “an agreement process represents the complete agent interaction in the intention and agreement phase for the coordination of one or more transactions” [10]. Both of these phases can be subdivided in tasks related to the offer exchange in the electronic negotiation. The intention phase \((A^{Int})\) consists of three subtasks or sub-phases (i) offer specification \((A^{Int1})\), (ii) offer submission \((A^{Int2})\), and (iii) offer analysis \((A^{Int3})\). The agreement phase \((A^{Agr})\) can be subdivided in the three phases of (i) offer matching \((A^{Agr1})\), (ii) offer allocation \((A^{Agr2})\), and (iii) offer acceptance \((A^{Agr3})\). Hence, the intention phase is defined by \(A^{Int} = (A^{Int1}, A^{Int2}, A^{Int3})\) and the agreement phase by \(A^{Agr} = (A^{Agr1}, A^{Agr2}, A^{Agr3})\).

Since auctions vary on the allocation mechanism, on the rules that determine the participation, and on the stopping and starting rules, the simple execution model needs to be enriched by additional process parameters. Considering an action \(A_k\) with two classes \(X_k\) and \(Y_k\). To each class, participant processes \(x_k\) and \(y_k\) are defined. Let \(\omega_{x_k}\) be a process parameter for the process \(x_k\) and \(\omega_{y_k}\) be a process parameter for the process \(y_k\). Then the action \(A_k\) has the form:

\[
A_k((x_k : X_k, \omega_{x_k}), (y_k : Y_k, \omega_{y_k})) : g_k((x_k, \omega_{x_k}), (y_k, \omega_{y_k})) \rightarrow S_k((x_k, \omega_{x_k}), (y_k, \omega_{y_k}))
\]

\(A_k\) is enabled if the guard \(g_k((x_k, \omega_{x_k}), (y_k, \omega_{y_k}))\) is true, and its execution modifies the local states of \(x_k\) and \(y_k\) to \(S_k\). Note that the local variables of an object can only be modified in actions in which they participate. The two-process action model is an extension of the action model, enhanced by an additional process and parameterised actions. As such, the extension to multi-process actions, determined by its process parameters is enabled within the nature of the execution model.

Let \(X = \{x_0, x_1, \ldots\}\) be a set of all participant processes of the negotiation process and let \(\Omega = \{\omega_0, \omega_1, \ldots\}\) be a set of all suitable process parameters. Additionally, a set of transaction phase specific processes \(X^{Env}, X^{Inf}, X^{Int}, X^{Agr}, X^{Set} \subseteq X\) as well as a set of transaction phase specific process parameters \(\Omega^{Env}, \Omega^{Inf}, \Omega^{Int}, \Omega^{Agr}\).
\(\Omega^k \subseteq \Omega, i = 1,2,3\) can be specified. Each of these processes belongs to a well-defined class (note, these classes are not further specified here) and the process-specific parameters to a defined type. Focussing one action \(A^k\) out of this action model we get:

\[
A^k(X^k, \Omega^k) : g^k(X^k, \Omega^k) \rightarrow S^k(X^k, \Omega^k)
\]

Here the action \(A^k\) with \(k \in \{\text{Env, Inf, Int}_1, \text{Int}_2, \text{Int}_3, \text{Agr}_1, \text{Agr}_2, \text{Agr}_3, \text{Set}\}\) models one of the phases of the transaction processes already mentioned. If the guard \(g(X^k, \Omega^k)\) is true, then for any processes of \(X^k\) and process-parameters \(\Omega^k\) an action instantiation \(A^k(X^k, \Omega^k)\) is enabled. The execution-task of the action is given by statement \(S^k\).

For instance, applying these actions to the action model of the generic transaction process already mentioned, and substituting the subtasks, a more detailed abstract execution model for electronic negotiations is attained. This more detailed execution model is enriched by additional process parameters and thus offers a new approach towards the basic negotiation process \(P_G\) (see execution model below).

Depending on the underlying mechanism determined by rules, some actions need not be specified and can be substituted by empty actions: element \(x_0\) is defined as an empty process and element \(\omega_0\) as an empty process-parameter.

It is notable that each concrete execution of a negotiation according to this abstract execution model varies on its particular parameterisation. It enlarges the consideration of Ströbel and Weinhardt [10] by giving a more abstract, as well as precise execution model for electronic negotiations, connecting action systems with the field of research of electronic negotiations.

**Execution model of the generic transaction process \(P_G\)**

\[
A^{\text{Env}}(X^{\text{Env}}, \Omega^{\text{Env}}) : g^{\text{Env}}(X^{\text{Env}}, \Omega^{\text{Env}}) \rightarrow S^{\text{Env}}(X^{\text{Env}}, \Omega^{\text{Env}})
\]

\[
A^{\text{Inf}}(X^{\text{Inf}}, \Omega^{\text{Inf}}) : g^{\text{Inf}}(X^{\text{Inf}}, \Omega^{\text{Inf}}) \rightarrow S^{\text{Inf}}(X^{\text{Inf}}, \Omega^{\text{Inf}})
\]

**loop**

\[
A^{\text{Int}_1}(X^{\text{Int}_1}, \Omega^{\text{Int}_1}) : g^{\text{Int}_1}(X^{\text{Int}_1}, \Omega^{\text{Int}_1}) \rightarrow S^{\text{Int}_1}(X^{\text{Int}_1})
\]

\[
A^{\text{Int}_2}(X^{\text{Int}_2}, \Omega^{\text{Int}_2}) : g^{\text{Int}_2}(X^{\text{Int}_2}, \Omega^{\text{Int}_2}) \rightarrow S^{\text{Int}_2}(X^{\text{Int}_2})
\]

\[
A^{\text{Int}_3}(X^{\text{Int}_3}, \Omega^{\text{Int}_3}) : g^{\text{Int}_3}(X^{\text{Int}_3}, \Omega^{\text{Int}_3}) \rightarrow S^{\text{Int}_3}(X^{\text{Int}_3})
\]

\[
A^{\text{Agr}_1}(X^{\text{Agr}_1}, \Omega^{\text{Agr}_1}) : g^{\text{Agr}_1}(X^{\text{Agr}_1}, \Omega^{\text{Agr}_1}) \rightarrow S^{\text{Agr}_1}(X^{\text{Agr}_1})
\]

\[
A^{\text{Agr}_2}(X^{\text{Agr}_2}, \Omega^{\text{Agr}_2}) : g^{\text{Agr}_2}(X^{\text{Agr}_2}, \Omega^{\text{Agr}_2}) \rightarrow S^{\text{Agr}_2}(X^{\text{Agr}_2})
\]

\[
A^{\text{Agr}_3}(X^{\text{Agr}_3}, \Omega^{\text{Agr}_3}) : g^{\text{Agr}_3}(X^{\text{Agr}_3}, \Omega^{\text{Agr}_3}) \rightarrow S^{\text{Agr}_3}(X^{\text{Agr}_3})
\]

**end loop**

\[
A^{\text{Set}}(X^{\text{Set}}, \Omega^{\text{Set}}) : g^{\text{Set}}(X^{\text{Set}}, \Omega^{\text{Set}}) \rightarrow S^{\text{Set}}(X^{\text{Set}})
\]

### 4 Example

This section demonstrates how the abstract execution process can be used to define an English auction. The English auction is a sequential price-based auction where the price is tracked by a clock. The English auction constructs a single-sided market with many
buyers and one seller, typically used to sell wine, art and antiques, where the supply is a single unit [14].

A small example will be utilized in this paper to illustrate the generic execution model for electronic negotiations. This example models actions $A_{Agr1}$ (matching) and $A_{Agr2}$ (allocation) for the execution model of an English auction. The platform software receives parameters for these actions as they are input. These parameters are joined to the platform with the abstract execution model. This combination results in a concrete instance of an English auction that is executable on the generic platform.

In this example “Matcher” is a class and “match” a participant process that is parameterised by a double value “price”. The Boolean parameter “exec” provides a control mechanism for the execution of the auction. Note, that this parameter is for an English auction always set “true”. This means that the matching will be executed after each buy order inserted into the auction. Setting the value of “exec” to false turns the English auction into a sealed bid auction. In that case, the matching must be triggered separately.

As the “Matcher”, the “EnglishAllocator” is also a class, and “allocate” is a participant process of that class. The parameter “triggerType” defines what the allocation will be triggered by, e.g. by the period of time elapsed since the entrance of the last buy order. The “interval” defines the duration of this period. The meaning of the parameter “exec” is analogous to that given for “Matcher”. The parameterisation for both actions $A_{Agr1}$ (matching) and $A_{Agr2}$ (allocation) is illustrated below:

$$
A_{Agr1}: A(match: Matcher, price: double, exec: boolean): \\
g(match, price, exec) \rightarrow S(match, price, exec)
$$

$$
A_{Agr2}: A(allocate: EnglishAllocator, triggerType: String, interval: integer, exec: boolean): \\
g(allocate, triggerType, interval, exec) \rightarrow S(allocate, triggerType, interval, exec)
$$

5 Conclusion

This paper presented an approach to define genericity for electronic negotiation platforms. It suggests defining both order structure and transaction process in a generic way. Integrating these into the platform results in the genericity of the platform. The genericity of the order structure is enhanced by the dynamic definition and specification of order attributes. The genericity of the transaction process is reached by identifying common activities for all negotiations and by defining an abstract execution model based on these common activities. These activities are finally used as parameterisable actions for the definition of the interaction phases of electronic transactions.

The implementation of the generic process and the generic order type into one platform is part of our current work. This platform, the electronic financial trading platform (e-FITS), is a client-server based platform supporting various auction types. These auction types range from single-sided to double-sided auctions and can be combined either sequentially or parallel to complex mechanisms. All these auction types are mapped into one generic process, which is based on action systems as it is presented in this paper. Due to the parametrisation of the process, each of these auctions types can individually
be configured. Beside, the concept of the generic order structure is implemented in e-FITS. Thus, single- as well as multi-attribute products or even product bundles can be mapped within e-FITS. Future work will focus on complex auction types such as multi-attribute auctions or bundle trading (combinatorial auctions) as well as an extension to electronic negotiations. The implementation of the market structure of these complex auction types is still work in progress.
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Abstract. In decentralized environments, such as P2P, as lack of central management, the trust issue is prominently important for interactions between unfamiliar peers. This paper first presents a probabilistic approach for evaluating the interaction trust of unfamiliar peers according to their interaction history. In addition, after an interaction, peers can evaluate each other and modify the trust status. Based on it, this paper presents an approach for trust value modification after interactions.

1 Introduction

Recent years, P2P and Grid technologies have widely obtained attentions in both research and industry communities. Some successful systems emerged, such as GNutella [1], Kazaa [2], SETI@home [3] and Globus [4]. These systems enable the share of resources in a loosely-coupled network consisting of a large number of peers. Each peer contributes its information and even CPU resource to the network. Tasks, such as exchanging a set of large volume or large partition information, or completing a complex and partitioned task, could be achieved through the interaction and collaboration of all involved peers.

As lack of the central management in most P2P systems, the dynamic status of each peer as well as the network causes trust evaluation a very important issue. Before interacting with an unfamiliar (strange) peer, it is rational to doubt its trustworthiness. Therefore, to enable the trust evaluation prior to interacting with a set of unfamiliar peers makes the transaction secured. In particular, when P2P network is used for e-commerce applications, the trust evaluation prominently becomes a more important issue.

To evaluate the trustworthiness of a peer, some methods can be adopted. Generally there are two categories for these methods. One is based on the mechanism of security certificate authentication. A registered peer should apply a certificate from a Certificate Authority (CA) that can be used for identifying the peer to other peers. This is useful to authenticate a new peer which may newly join the community or it has no interaction history with other peers. And thus the initial trust can be established if the authentication process is successful.
The other category is to investigate a peer with which the end-peer has no interaction history but others do [5]. By collecting the feedbacks from other peers about their comments on the previous interactions, the end-peer may analyze and thereafter determine the trust value of the peer being investigated.

In this paper we propose a novel model that evaluates the trust values of peers. In our method, the trustworthiness of a certain peer can be determined by investigating the interaction history of other peers if the end-peer has no previous interaction with it. Meanwhile a method is also proposed for modifying the trust value of a peer after the interaction with it is completed.

2 Related Work

There are numerous notions of trust and different kinds of trust that satisfy different properties that can be established differently [5].

In terms of computer security, trust is considered as a fundamental concept. An entity is trustworthy if there is sufficient credible evidence leading to believe that the system will meet a set of given requirements. Trust is a measure of trustworthiness, relying on the evidence provided [6]. For instance, in traditional client/server systems, a client should pass the authentication verification by the server before obtaining any privilege for accessing the data from the server. Far from that, a more complex mechanism is proposed in [7] as the process of trust negotiation, where the two parties need to open the respective authentication policy to each other and exchange their required certificates (i.e. credentials in [7]). The outcome of credential exchange depends on if each party accepts the autointoxication policy of the other side and if they have sufficient evidence and credentials to meet the requirement of the other party. These work is generally based on existing standards such as X.509 [8] or PGP [9] and provides various extensions. They are valuable for initial trust establishment for two strangers.

But these methods only take into account the authentication and authority of a peer that may ask certain level access privilege or intend to involve a specific interaction. The outcome after authentication is simply ‘Yes’ or ‘No’ where ‘Yes’ means the authentication is successful and ‘No’ means unsuccessful. No previous interaction histories are evaluated. In terms of calculation, this is a non-calculative trust [10].

On the other hand, trust can be defined in terms of trust belief and trust behavior [11]. Trust belief between two parties is the extent to which a party believes that the other party is trustworthy in a certain situation. Trustworthy means one is willing and able to act in the other party’s interests. Trust behavior between two parties is the extent to which a party depends on the other in a given situation with a feeling of relative security, even though negative consequences are possible. If a trust belief means “party A believes that party B is trustworthy”, then it will lead to a trust behavior as “A trusts B” [5].

[5] proposed a PeerTrust model considering the trust belief between two peers in a P2P environment. In this model, each peer will give an evaluation as Satisfaction (S) or Complaint (C) to another peer after their interaction. Any
peer can collect these information about a given unfamiliar peer so as to evaluate
the peer in terms of the degree of satisfaction it receives in providing services to
other peers in the past. Anyway, we would like to argue that it is a bit simple
for more exact trust evaluation if a peer assigns just satisfaction or complaint
after it receives the service of the other peer. Moreover, how to evaluate the
trust value of a peer if the end-peer has at least one interaction already is not
mentioned in the literature.

3 Trust Evaluation

In this section, we will propose our model that evaluates the trust values of peers
by investigating other peers. In our method, the trustworthiness of a certain
peer can be determined by investigating the interaction history of other peers
if the end-peer has no previous interaction with it. After the investigation, the
probability of a given threshold of trust value for a peer can be calculated. With
these collected results, a set of peers can be chosen that satisfy the requirement
of the end-peer. After that, the end-peer can choose some of them to collaborate
for completing specific tasks. Meanwhile a method is also proposed for modifying
the trust value of a peer after the interaction with it is completed. In the following
context, for the sake of simplicity, we assume that feedbacks are collected from a
large number of honest peers after the process of filtering malicious complaining
peer. A method for identifying malicious complaining peers can be found in [12].

3.1 Trust Metrics

In P2P environments, a peer can be client and server anytime providing shared
resources and services to the open community. The trust of a given peer is the
existing cumulative degree of satisfaction from other peers based on the services
and their quality it ever provided to these peers.

1. For an individual peer, its degree of satisfaction with another peer which is a
service provider in an interaction can be a real number among a predefined
scope (e.g. a real number among $[0,1]$), not just simply 1 or 0. The value
may result from the service quality, the recognition by the end-peer.
For example, end-peer A broadcasts a set of tasks to a set of remote peers.
After the results are returned, A could compare the quality of services per-
formed by different peers. If a peer frequently misbehaved, it will constantly
get low evaluation by most other peers. The final trust value is the cumula-
tive sum of feedbacks from a large number peers for a relative long period.

2. Regarding a certain peer, suppose the initial trust value is a very low value
(e.g., $0.1 \in [0,1]$), constant good behaviors should be able to upgrade its
trust value. Anyway, constant good behaviors in a short period (with only a
few interactions) should promote less than that in a relatively longer period
(with many interactions). Meanwhile, a positive high value should affect less
to a peer with high trust value. For example, suppose the trust value is a
real number among $[0,1]$, if peer $A$ has got its cumulative trust value of 0.9, a new higher value 0.95 can only give a minor positive affect (e.g., $+0.001$) to $A$’s trust value. The positive increment of $A$’s trust value should result from constant good behaviors. Likewise, in such a case, a new lower value also brings minor negative affect to a high value peer since the high value is established through long-term interactions with good behaviors.

3.2 Trust Evaluation Method

Now suppose an end-peer $A$ hopes to have a transaction with a peer $X$, with whom $A$ has no previous interaction history. To evaluate the trust status of $X$, $A$ will have to investigate the trust value through other peers which have transaction histories with $X$.

Now we assume that each peer gives a trust value (a real value) between 0 and 1 over the other after a transaction. That is if peer $Y$ just has a transaction with peer $Z$, the trust value given by $Y$ over $Z$ is denoted as $T_{Y\rightarrow Z} \in [0,1]$. “1” means the highest satisfaction degree while “0” means the lowest one. After having collected a set of feedbacks from other peers, $A$ could analyze the data and make the estimation on the trust status of peer $X$ based on Gauss Distribution in Probability Theory [13].

Suppose peer $A$ has sent requests to a set of intermediate peers $\{M_1, M_2, \ldots, M_k\}$ from which $A$ will collect feedbacks

$$\{T_{M_1\rightarrow X}, T_{M_2\rightarrow X}, \ldots, T_{M_k\rightarrow X}\}$$

The mean trust value $\bar{T}$ can be calculated as

$$T = \frac{1}{k} \sum_{i=1}^{k} T_{M_i\rightarrow X} \quad (1)$$

Accordingly, the sample variance is

$$S^2 = \frac{1}{k-1} \sum_{i=1}^{k} (T_{M_i\rightarrow X} - \bar{T})^2 \quad (2)$$

Let $\mu = \bar{T}$, $\sigma^2 = S^2$. Since $T \sim N(\mu, \sigma^2)$, for any random variable $T$ and a given value $v$, according to the theory of Gauss Distribution [13], we have the distribution function as follows

$$F(v) = P(T \leq v) = \frac{1}{\sqrt{2\pi\sigma}} \int_{-\infty}^{\frac{v-\mu}{\sigma}} e^{-\frac{x^2}{2}} dx \quad (3)$$

Likewise, we have

$$P(T > v) = \frac{1}{\sqrt{2\pi\sigma}} \int_{\frac{v-\mu}{\sigma}}^{\infty} e^{-\frac{x^2}{2}} dx \quad (4)$$

**Definition 1:** After having collected $\{T_{M_1\rightarrow X}, T_{M_2\rightarrow X}, \ldots, T_{M_n\rightarrow X}\}$ from a set of intermediate peers $\{M_1, M_2, \ldots, M_n\}$ and calculated $\bar{T}$ and $S^2$, $P(v_1 < T \leq v_2)$
the probability of $X$’s trust value in a given scope $(v_1, v_2)$ ($v_1 < v_2$, $v_1, v_2 \in [0, 1]$), is

$$P^{X}_{\alpha}(v_1, v_2) = P(v_1 < T \leq v_2) = \frac{1}{\sqrt{2\pi}\sigma} \int_{\frac{v_1 - \mu}{\sigma}}^{\frac{v_2 - \mu}{\sigma}} e^{-\frac{x^2}{2}} dx$$  \hspace{1cm} (5)$$

**Definition 2:** From definition 1, end peer $A$ could calculate the probability that $X$’s trust value is better than a given value $v \in [0, 1]$.

$$P^{X}_{\beta}(v) = P(T > v|T \in (0, 1]) = \frac{P(v < T \leq 1)}{P(0 < T \leq 1)} = \frac{\int_{\frac{1 - \mu}{\sigma}} e^{-\frac{x^2}{2}} dx}{\int_{\frac{0 - \mu}{\sigma}}^{\frac{1 - \mu}{\sigma}} e^{-\frac{x^2}{2}} dx}$$  \hspace{1cm} (6)$$

If there are a number of potential peers $\{X_1, X_2, \ldots, X_n\}$ that peer $A$ can complete transactions with, the request sent by $A$ will ask other peers to reply their feedbacks about the trust value over there peers. Given a trust value threshold $\varphi$, the final best peer $B$ can be chosen as

$$\exists B \in \{X_1, X_2, \ldots, X_n\}, \quad P^B_a(\varphi) = \max_{1 \leq i \leq n} \{P^X_a(\varphi)\}$$  \hspace{1cm} (7)$$

### 3.3 Trust Modification After Interactions

In this section, we will discuss the method for trust modification after interactions.

In addition to the trust metrics in section 3.1, some principles on trust value computation are as follows:

1. Incremental number of ratings taken into account in an evaluation reduces the level of modification applied over the trust rating until a certain level of confidence is archived. Then the modification applied becomes constant.
2. A larger difference of the existing trust value and the newly given trust value should certainly cause more changes in the trust evaluation. In contrast, a smaller difference will have less affect.

**A Possible Solution.** Here we suppose that after an interaction, a satisfaction degree $s_i \in [0, 1]$ at time $t_i$ can be given. With $s_i$, the corresponding trust value is

$$T_i = s_i^m$$  \hspace{1cm} (8)$$

where $m$ is an integer and $m \geq 1$

We call $m$ a **strictness factor**. For example, suppose a satisfaction degree is $s_i = 0.9$, then $T_i = 0.9$ if $m = 1$ or $T_i = 0.81$ if $m = 2$. The larger $m$ is, the lower $T_i$ is. The larger $m$ is, the stricter it is.

But equation (8) cannot reflect the relationship between current trust value $T_i$ and previous trust value $T_{i-1}$. 
If $T_{i-1}$ is the trust value at time $t_{i-1}$, $s_i$ is the satisfaction degree obtained at time $t_i$, then the trust value at time $t_i$ is

$$T_i = T_{i-1} + \theta_i \cdot (s_i - T_{i-1})^m$$

(9)

where $m=1, 2, 3, \ldots$; $\theta_i$ is the impact factor determining the impact of recent change on the trust value.

Here, we define $\theta_i$ as

$$\theta_i = \frac{e^{1-T_{i-1}} - 1}{e + 1}$$

(10)

Analyzing the above equations, we can observe that

1. If $T_{i-1} = 1$ then $\theta_i = 0$. So $T_i = T_{i-1}$. Namely if $\lim_{i \to \infty} T_{i-1} = 1$, then $\lim_{i \to \infty} \theta_i = 0$ and $\lim_{i \to \infty} T_i = T_{i-1}$

From this property, we can know that if the trust value of a peer is very high (e.g. 1) after many interactions, the new trust value will have minor affect (refer to principle (2) in section 3.1).

2. If $T_{i-1} = 0$, then according to equation (10),

$$\theta_i = \frac{e - 1}{e + 1} \approx 0.46 = \theta_{\text{max}}$$

Hence from equation (9), we have

$$T_i = \frac{e - 1}{e + 1} \cdot s_i^m$$

From this property we could know that for a new peer with no interaction history, its initial value is 0. In its first interaction, if the satisfaction degree is 1, the new trust value will be about 0.46, extremely better than the previous value 0. But it is still far from 1. This is because of principle (2) of trust metrics in section 3.1. The cumulative trust value should result from constant interactions with positive feedback. If the peer continues obtaining positive high values, its trust value can move further toward 1.

Anyway, the problem with equations (10) and (9) exists when a peer $X$ has gained very high trust value (e.g. 1) after sufficient $i-1$ interactions with another peer $Y$. If in the $i$th interaction, $Y$ was cheated or something serious occurred. How to assign a new trust value?

Now consider a typical case: Suppose $T_{i-1} = 1$ and $v_i = 0$. According to equation (10), $\theta_i = 0$. So the trust value of peer $X$ will not be affected. Therefore, equation (10) only considers the case of positive increment. The case of negative increment should also be taken into account.

**A Corrected Solution.** Now let’s discuss the correctness of the above solution.

**Definition 3:** If $T_{i-1}$ is the trust value at time $t_{i-1}$, $s_i$ is the satisfaction degree obtained at time $t_i$, then the trust value at time $t_i$ is

$$T_i = T_{i-1} + \theta_i \cdot (s_i^m - T_{i-1})$$

(11)
where \( m = 1, 2, 3, \ldots \); \( \theta_i \) is the impact factor determining the impact of recent change on the trust value.

**Definition 4:** Now, we define the impact factor as

\[
\theta_i = \frac{e^{\left| s_i^m - T_{i-1} \right|} - 1}{e + 1}
\]

(12)

The properties of equation (11) and (12) are discussed as follows.

**Property 1:** If \( \lim_{i \to \infty} \left| s_i^m - T_{i-1} \right| = 1 \), then \( \lim_{i \to \infty} \theta_i = \theta_{\text{max}} \). From equation (12), it is easy to have

\[
\text{if } \lim_{i \to \infty} \left| s_i^m - T_{i-1} \right| = 1, \text{ then } \lim_{i \to \infty} \theta_i = \frac{e - 1}{e + 1} = \theta_{\text{max}}
\]

From this property, we could observe that in the two cases discussed in section 3.3, \( \left| s_i^m - T_{i-1} \right| = 1 \). So no matter what the peer gets, a positive or a negative feedback, the weight will be the maximum. If peer \( X \) was assigned a new satisfaction degree as 0 while its previous trust value is 1, according to equation (12) and (11), its new trust value will become 0.54, which is in an intermediate level (relatively low level).

Meanwhile, for a new peer with no interaction history, its initial value is 0. In its first interaction, if the satisfaction degree is 1, the new trust value will be about 0.46, extremely better than the previous value 0. But it is still far from 1. This is because of principle (2) of trust metrics in section 3.1. The cumulative trust value should result from constant interactions with positive feedback. If the peer continues obtaining positive high values, its trust value can move further toward 1.

**Property 2:** If \( \lim_{i \to \infty} \left| s_i^m - T_{i-1} \right| = 0 \), then \( \lim_{i \to \infty} \theta_i = 0 \).

In this property, when \( \lim_{i \to \infty} T_{i-1} = 1 \), if \( s_i \) is very close to \( T_{i-1} \), namely \( \lim_{i \to \infty} s_i = 1 \), then \( \lim_{i \to \infty} \left| s_i^m - T_{i-1} \right| = 0 \) and hence \( \lim_{i \to \infty} \theta_i = 0 \). This means that if a peer’s trust value is very high, a new high value of satisfaction degree will not affect the trust value too much.

**Property 3:** For any \( s_i \in [0, 1] \) and \( T_i \in [0, 1] \), \( \theta_i \in [0, 0.46] \). According to definition 4, the more the difference of \( T_{i-1} \) and \( s_i^m \) is, the larger \( \theta_i \) is. This is consistent to principle (2) in section 3.3.

Principle (1) in section 3.3 will be examined in our experiments.

### 4 Simulation

#### 4.1 Experiment 1

This experiment compares the impact of different values of strictness factor \( m \) on the trust evaluation (see equation (11) and (12)). We set \( m \) to 1, 2, and 3 respectively. With static \( s_i = 0.9 \), the trust value variations are illustrated in Fig. 1. We can observe that with the same \( T_0 \) and \( s_i \), the higher the \( m \) is, the lower the \( T_i \) is.
Fig. 1. $T_i$ variations in experiment 1

Fig. 2. $T_i$ variations in experiment 2
4.2 Experiment 2

In this experiment, we set $m = 2$ and set static $s_i$ in different values aiming at observing the variation of trust value (see Fig. 2). Meanwhile the weight variations are illustrated in Fig. 3. The performances in Fig. 2 are consistent to principle (2) in section 3.1 and principle (1) in section 3.3.

In this experiment, the initial trust value is set as 0. We can observe that when having sufficient interactions with stable $s_i$, the final trust value is approximately $s_i^m$, namely $\lim_{i \to \infty} T_i = s_i^m$.

From Fig. 3, we can observe that with static $s_i$, $\theta_i$ becomes less and less soon. The performance is consistent to principle (2) in section 3.1.

5 Conclusions

In this paper, we have discussed the approach for evaluating the interaction trust in P2P environment. We also proposed an approach for trust modification after interactions. They are valuable for peers to collect other peers’ interaction history to the trust evaluation or identify each other’s service satisfactory degree for trust modification. The property analysis and simulation have examined that the trust metrics and principles are basically followed.

Moreover, we envisage that trust and security are two prominent dimensions in P2P environments where lacks central management. We will continue working
on the security and trust framework incorporating the interaction trust evaluation approach. Meanwhile, the interaction trust evaluation can be combined with certificate and security based trust evaluation/establishment before any interaction occurs between two unfamiliar peers. Furthermore the method to eliminate the negative effect of malicious peers which evaluate very low values to other peers will be explored in our future work.
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Abstract. Every time a user performs a transaction over the Internet, a wealth of personal information is revealed, either voluntarily or involuntarily. This causes serious breach of privacy for the user, in particular, if the personally identifying information is misused by the different players involved in the transaction. Ideally, therefore, the user would like to have a considerable degree of control over what personal information to reveal and to whom. In this paper we propose a new e-commerce protocol that helps the user protect her privacy while purchasing products over the Internet. The proposed scheme provides a flexible and powerful approach for the secure handling of private data and offers the user considerable control over how she wishes to disseminate her personal data.

1 Introduction

Researchers are increasingly getting concerned about protecting the user’s privacy during an e-commerce transaction session. Unfortunately, efforts to define and develop technologies that support the specification of consumer privacy requirements as well as help protect them, are evolving at a considerably slow pace. Efforts like the Platform for Privacy Preferences (P3P) Project of the World Wide Web consortium [9] and others, provide solutions to some facets of electronic consumer privacy. Majority of such efforts attempt to define mechanisms by which the user can understand how a site, with which the user is planning to undertake an e-commerce transaction, handles personal information. Proponents argue that these efforts enable the users to act on what they see. However, currently there does not exist a working definition of what constitutes a violation of consumer privacy in the electronic arena. Technology does not exist that allows a customer to selectively disseminate personally identifying information during an e-commerce transaction.

There has been work done in the past on enabling technologies, like the use of anonymity and pseudonymity models, secure transmission protocols and use of third parties and identity repositories for preserving privacy. While these works contribute to a great extent towards protecting private information from prying eyes, they do little towards the misuse of information by players who have access to such information. Used separately, these models, tools and technologies solve only parts of the problem. Used together in a co-operative manner, these existing and emerging resources can provide the consumer with techniques that allow them more control over how they want to share private information. This way, we believe, the consumer will have her own level
of electronic privacy protection. In this work, we first attempt to provide a working definition of electronic privacy from the point of view of consumers. We then propose a new protocol for e-commerce transactions that helps protect consumer privacy in the light of our definition.

The rest of the paper is organized as follows. Section 2 describes our proposed privacy preserving protocol. We begin the section by providing a working definition of what constitutes consumer privacy. We look into the literature to determine what others have said about privacy and then formulate our own (section 2.1). Then in section 2.2 we summarize the assumptions that we make for the proper functioning of the protocol. This is followed in section 2.3 with a description of the protocol. The protocol is analyzed in section 2.4. Finally we conclude in section 3.

2 Proposed Privacy Preserving Protocol

2.1 Consumer Privacy – A Working Definition

Privacy has been defined in many, sometimes radically different, ways. There are those that think of privacy as a right, equating it to some absolute standard. There are others that believe that privacy is merely an alleged benefit that can be revoked or nullified at a whim under the guise of societal priorities. As individuals, we each have different needs and views of what constitutes personal and private information [2]. This task is a bit more difficult when we have to define what privacy means to us as we use the Internet, mainly because the average Internet user has very little idea as to what the information profile they present on the Internet [2], and how easily that information can be observed and captured. The literature provides us with several attempts to define privacy on the Internet. Each of these definitions of privacy is either based on some static categorization of data or deals with privacy from a single viewpoint of a specific type of user within a system [4, 3, 8, 16]. Unfortunately, most of these definitions have been proposed by entities that have little at stake in that privacy, namely, the web sites where the consumer transacts business. These web sites have most of the control and power when they deal with consumers [2, 8, 10]. Thus their definitions do little to help the consumer.

We adapt the definition of privacy from [15]. We define consumer information privacy as follows.

**Definition 1.** Consumer information privacy is an interest that the Internet consumer has in maintaining her personal information including data and knowledge about themselves, their actions and activities, securely in her control without that control being compromised by other individuals or entities.

**Definition 2.** A consumer information privacy policy is a set of specifications that control the capture, use and dissemination of all information that is subject to that consumer’s definition of information privacy.

The implication of this definition of consumer privacy is that it now allows the consumer some say over how to and what to reveal about their personal information. We are now ready to give our protocol, which allows the consumer to explicitly specify what information can be shared.
2.2 Protocol Prelude and Assumptions

Our protocol relies on a trusted third party, TP, which is a trusted repository of select personal and private information of the consumer. ATP is expected to work only for the customer and is expected not to behave in any manner that is detrimental to the customer. The TP can, without revealing the personal and private information of the customer to a second party, complete a transaction on behalf of the consumer. Our protocol also relies on anonymizing networks [7, 1, 4, 5, 11, 6, 12–14] between the customer and the different players who stand to gain by linking the current transaction to the consumer. We assume that the anonymizing network also provides protection against message coding attacks, message volume attacks, timing attacks and replay attacks.

A consumer C wishes to make purchases over the internet, knowing that she will have to release some of her private information to complete such transactions. To facilitate such purchases, C registers her private data with the trusted third party TP. C sends TP a set of personal and private information that she anticipates will be needed to complete various transactions. She also establishes a privacy policy PC that describes the minimum exposure restrictions for her data stored with TP. C stores with TP the following information: her name, two aliases, two separate mailing addresses, two credit card numbers, and an email address. As part of registration process with TP, C also provides enough personal information so that TP can authenticate her to its satisfaction. It is the responsibility of TP to protect this data from entities other than C.

We assume that the following players, besides the customer C and the merchant M, are involved in the transaction – the trusted third part TP, the bank, B and the shipper, S. C does not directly distribute any of her personal information to any business entity during a transaction. She relies on TP to distribute necessary information in exactly the manner that she directs. This gives C the maximum control over that portion of her private data that is typically needed to complete e-commerce transactions. However, we need to be careful about collusions among the various players in the protocol. Although each player by itself may not have sufficient information about a consumer they can share this information and link one with the other to jeopardize the privacy of the consumer. We do not overrule such collusion other than one involving TP and the bank.

The following activities are assumed to be done before the actual protocol starts.
1. The consumer C and the trusted third party TP have successfully exchanged a shared secret key \(K_{CTP}\).
2. C creates a one-time public/private key pair \((C_{ipub}, C_{iprv})\) that is valid only for the duration of the current transaction. The certificate for this public key is self signed. The key is shared with the merchant. The merchant optionally (if the merchant also wants anonymity for its participation in the transaction) generates a one-time public/private key pair \((M_{ipub}, M_{iprv})\). The merchant shares this key with the customer.
3. C and M completes policy (trust) negotiation, resulting in a transaction policy P. This policy P includes the designation of recipients of individual items of C’s private data.

We assume that each time a player needs access to some private information of the customer, the player approaches TP with a ticket that bears authorization from the
customer for the release of relevant information. We also assume the communication between the customer and the merchant is over an anonymizing network.

2.3 Protocol Description

Figure 1 summarizes the messages exchanged in the privacy preserving e-commerce protocol. We discuss the protocol in details in the following.

**Message 1**  \( C \rightarrow TP : [(C_{id-auth}, M_{id}, 2, n, C_{ipub}), K_{CTP}] \)

C starts the transaction by sending TP the following items: (i) a true self-identifier, \( C_{auth} \), (ii) an identifier for the merchant, \( M_{id} \), (iii) the number (2 in this case) of ticket granting tickets, TGTs, that will be issued in this transaction, and (iv) a nonce, \( n \), all encrypted with a secret key, \( K_{CTP} \), shared by C and TP. By sending this message to TP, C is actually requesting a unique transaction id and a session public key for subsequent communications with TP. \( C_{id-auth} \) is a value that authenticates C to TP. For a given transaction \( T_i \), C can send any number of TGTs. This depends on the number of additional players that are involved in the transaction besides the merchant. In our case, C is sending 2. A nonce is used to authenticate the receipt from TP and prevent replay. \( C_{ipub} \) is the one-time public key of C unique to this transaction.

**Message 2**  \( TP \rightarrow C : [(T_i, \tilde{n}, TP_{ipub}), K_{CTP}] \)

Upon receiving the initial request from C, TP generates a unique transaction id, \( T_i \), and a unique public/private key pair \( (TP_{ipub}/TP_{iprv}) \) to be used for the duration of the transaction. TP sends C these items together with a response nonce \( \tilde{n} \). \( TP_{ipub} \) should be used by all participants that wish to communicate with TP during this transaction.
Message 3 \( C \rightarrow M : [G_1, M_{ipub}], ([T_i, TP_{ipub}, C_{nym}], M_{ipub}], \quad [([T_i, [KD(G_1), K_{CTP}], instruct], TP_{ipub}], M_{ipub}] \)

where \( G_1 = \text{uselimit}, expiry, P, (d_{name}, M), (d_{pay}, B), (d_{addr}, S) \) instruct = \{

Now that it has acquired \( T_i \) and \( TP_{ipub} \), C can issue TGTs to \( M \). C sends the following as the first TGT: (i) the grant list, \( G_1 \), (ii) the transaction id, \( T_i \), (iii) the public key of TP, \( TP_{ipub} \), (iv) identification of C as known to M, \( C_{nym} \), (v) and a special section that must be passed on to TP. The entire message 3 is considered a TGT.

The grant list \( G_1 \) consists of:
- \( \text{uselimit} \), the number of times this TGT may be submitted to \( TP \). For this example, this value is 1, allowing \( M \) to submit this TGT just once.
- \( \text{expiry } TP \), a time indicating the time when this TGT is no longer valid.
- the transaction policy \( P \), and
- a list of paired values: the id of the private data belonging to C to which \( M \) will gain access, and the recipient of the actual value of the data represented by the id. In the second pair in \( G \) of message 3, \( d_{pay} \) is the id of C’s payment information, and \( B \) indicates that \( M \)’s bank \( B \) will receive the actual data associated to \( d_{pay} \).

\( T_i \) is the transaction id. \( TP_{ipub} \) is the public key of \( TP \) for \( T_i \), \( C_{nym} \) is the ‘name’ by which \( M \) knows C. This value allows C to remain anonymous to \( M \) if it so chooses. If C has no need to be anonymous, then C would use a known identity as the value of \( C_{nym} \).

The special section is there specifically to ensure the integrity of the TGT arriving at \( TP \). This section, encrypted in \( TP_{ipub} \), contains a repeat of the transaction id, \( T_i \), a signed keyed digest of the grant list \( G_1 \), and a fixed length field that could contain special instructions for \( TP \) concerning this TGT.

Message 4 \( C \rightarrow M : [G_2, M_{ipub}], ([T_i, TP_{ipub}, C_{nym}], M_{ipub}], \quad [([T_i, [KD(G_2), K_{CTP}], instruct], TP_{ipub}], M_{ipub}] \)

where \( G_2 = 7,6 \text{ months}, P, (d_{email}, M) \) instruct = \{“\( d_{email} \text{ : blind forward} \)”\}

C sends another TGT, with different \( \text{uselimit} \) and \( \text{expiry} \) values.

The grant list \( G_2 \) consists of:
- an \( \text{uselimit} \) of 7, allowing \( M \) to submit this TGT a maximum of 7 times.
- an \( \text{expiry} \) of 6 months.
- the transaction policy \( P \), and
- a list of paired \( \text{id, recipient} \) values.

For this TGT, C has placed special instructions for \( TP \) in the special section. C will indicate that \( TP \) should provide a redirect for C’s email address instead of handing the actual email address to \( M \). In this case, when \( M \) requests a ticket to request an email address of \( C \), \( TP \) will return an address that will eventually forward any email sent to that address to the actual email address of C. In this manner, C retains full control on this private data.

Message 5 \( M \rightarrow TP : [(G_1, T_i, M_{ipub}, ([T_i, [KD(G_1), K_{CTP}], instruct], TP_{ipub}), TP_{ipub}] \)

Now that \( M \) has received the TGTs from C, it can proceed with its part of the transaction. Its first task is to submit the first TGT to TP, as a request for tickets granting access to the data items listing in \( G_1 \). It sends TP: (i) the grant list, (ii) the transaction id, (iii) it’s own transaction specific public key, and (iv) the special section created by C for TP.
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Messages 6, 7, 8 \( TP \implies M : [(\text{Denied}, \text{reason}), M_{ipub}] \) \{Message 6\}

OR

\( TP \implies M : [(t_{pay}, B, T_i), M_{ipub}] \) \{Message 6\}
\( TP \implies M : [(t_{addr}, B, T_i), M_{ipub}] \) \{Message 7\}
\( TP \implies M : [[\text{name}, TP_{iprv}], M_{ipub}] \) \{Message 8\}

A triple of the form \((t_i, R_j, T_k)\) is termed a ‘ticket’; \(t_i\) is the token for data \(i\), \(R_j\) is the recipient of the data, and \(T_k\) is the transaction specific id.

Upon receiving message 5 from \(M\), \(TP\) must first satisfy itself that the integrity of \(G_1\) has been maintained. If not, \(TP\) sends \(M\) a reply stating the request was denied and the reason why (integrity violation). At this point, the transaction is over. From here, we go to message 13, where \(TP\) will ack to \(C\) the status of the transaction.

If \(TP\) accepts message 5, then it has to make sure that the specific requests for access to \(C\)’s private data are allowed under \(P\) and the installed default policy for \(C\), \(P_C\). \(P_C\), created sometime earlier by \(C\), is stored at \(TP\), and describes the minimum confidentiality limits for \(C\)’s data stored at \(TP\). Any request to access data submitted to \(TP\) by any other party must meet at least these policies. \(P\), the transaction policy, contains the agreed upon policies for the accesses granted in the grant list, in this case \(G_1\).

Seeing that the requests have met the policies in \(P\), \(TP\) sends tickets to \(M\), each containing a token for the access, the recipient of that data, and the transaction id.

Message 6 is a ticket for the payment information for this transaction. It consists of a token to access the payment information \(d_{pay}\), \(t_{pay}\), the designation of the recipient, in this case \(B\), and the transaction id, \(T_i\).

Message 7 consists of a token to access \(d_{addr}\), \(t_{addr}\), its recipient, \(S\), and \(T_i\).

Message 8 shows a short cut. Since \(TP\) sees that \(M\) is the recipient of the dname information, it does not need to send it a ticket for access. Since \(G_1\) granted a single time access to this data, \(TP\) can send the data directly (name) to \(M\), without having the extra handshake involved with a ticket.

Now, here it seems that \(C\) is providing \(M\) with some of its private data, namely \(C\)’s name. Actually, \(C\) supplied \(M\) with a name, which may have just been an acceptable alias or pseudonym for \(C\).

Message 9A \( M \implies B : [[(t_{pay}, B, T_i), M_{prv}], TP, TP_{ipub}, B_{cpub}] \)

The merchant \(M\) wants payment for the product he is providing \(C\), so he sends to his bank the information necessary to secure that payment. \(M\) sends \(B\): (i) the ticket necessary to access \(C\)’s private payment information, (ii) the id of the trusted party holding that data, \(TP\), and (ii) the transaction specific public key for \(TP\), \(TP_{ipub}\).

\(B\) interprets the receipt of message 9A as a request by \(M\) of \(B\) to complete a transfer of payment into \(M\’s\) account using the information in the ticket.

Message 10A \( B \implies TP : [[(t_{pay}, B, T_i), [(B_{auth}, T_i), B_{cpv}], TP_{ipub}] \)

For \(B\) to obtain any useful data from \(TP\), it must be able to specify the data and demonstrate the authority to retrieve it; moreover it needs to authenticate itself to \(TP\). To do this, \(B\) sends \(TP\): (i) the ticket for the payment data, and (ii) a digitally signed authentication code, \(B_{auth}\), and transaction id.

\(Bauth\) is a unique code that has been pre-established between \(B\) and \(TP\). Use of this code in conjunction with \(T_i\) establishes \(B\) as the authentic recipient of the data specified in the ticket \((t_{pay}, B, T_i)\).
Message 11A \( TP \rightarrow B : \{(\text{Denied}, \text{reason}), B_{\text{cpub}}\}\)

OR

\( TP \rightarrow B : \{(F_C, KD(F_C)), TP_{iprv}, \{(t_{\text{pay}}, B, T_i), TP_{iprv}, M_{ipub}\}\}, B_{\text{cpub}}\}\)

When \( TP \) receives a ticket (as in message 10A) is must do several things. It must first check to see that it is a valid ticket. To be valid, \((t_{\text{pay}}, B, T_i)\) must match the signature of a ticket that has been issued by \( TP \), but not redeemed. A signature is the three values as a related triple, and each of these fields must be valid. If the ticket signature is valid, then it checks to see if the ticket has expired. The ticket expiry and use limit were set by the granting TGT (in this case \( G_1 \) from message 5) and stored at \( TP \) when the ticket was created. The entity requesting data with the ticket must also be verified as the authentic recipient of that data. The code \( B_{auth} \) is used for this authentication.

If \( TP \) determines that the ticket is invalid, it sends \( B \) a message indicating that the request was denied, and a reason why it was denied (expired, uses depleted, mismatch on signature, or invalid recipient).

If \( TP \) determines that the ticket is valid, then it sends back to \( B \): (i) the actual payment data for this transaction, \( F_C \), (ii) a keyed digest of \( F_C \), and (iii) an acknowledgment message to be passed back to \( M \).

In this example, \( F_C \) is the amount of the transaction and the appropriate credit card information for \( C \). \( B \) will run a typical credit card swipe payment transaction to credit \( M \)’s account for the amount indicated from the credit card account of \( C \). A keyed digest of \( F_C \) is included as extra confidence that the information supplied in \( F_C \) is correct.

Because a ticket issued by \( T_P \) to \( M \) was redeemed by someone other than \( M \), \( TP \) will send an acknowledgement of that redemption through the redeemer back to \( M \).

Message 12A \( B \rightarrow M : \{(\text{Unsuccessful}, B_{\text{cpub}}), (\text{Denied}, \text{reason})), M_{ipub}\}\)

OR

\( B \rightarrow M : \{XferInfo, B_{\text{cpub}}, M_{ipub}\}, \{(t_{\text{pay}}, B, T_i), TP_{iprv}, M_{ipub}\}\)

If the ticket request made by \( B \) to \( TP \) was denied, it will send a similar message back to \( M \), stating that the funds transfer was unsuccessful.

If \( B \) has successfully completed the funds transfer, it will acknowledge this to \( M \), as well as send the acknowledgment message send to it by \( TP \). \( B \) sends \( M \): (i) a digitally signed acknowledgement of a completed funds transfer, including any transaction processing information important to \( B \) and \( M \), and (ii) the block of message from \( TP \) for \( M \).

Messages 9B, 10B, 11B, 12B \( M \rightarrow S : \{(t_{addr}, S, T_i), M_{prv}, TP, TP_{ipub}, S_{pub}\}\)

\( S \rightarrow TP : \{(t_{addr}, S, T_i), S_{auth}, T_i), S_{prv}\}, TP_{ipub}\}

\( TP \rightarrow S : \{(AC, KD(AC), TP_{iprv}), \{(t_{addr}, S, T_i), TP_{iprv}, M_{ipub}\}\}, S_{pub}\}

\( S \rightarrow M : \{XferInfo, S_{prv}, M_{ipub}\}, \{(t_{addr}, S, T_i), TP_{iprv}, M_{ipub}\}\}

Message 9B - 12B follow a similar course as 9A - 12A.

Now that \( M \) has received payment for the product from \( C \), he needs to know where to ship the product. \( M \) will now follow the same protocol as in message 9A - 12A to get the shipping address of \( C \) to the shipping company \( S \). In this way, when \( S \) retrieves (or receives) the package from \( M \) it has an address to which to send the product.
In message 9B, M sends S the ticket necessary to access C’s private shipping address, and where S can get that address, TP.

In response to receiving message 9 from M, S sends message 10B to TP: (i) the ticket for the payment data, and (ii) a digitally signed authentication code, Sauth, and transaction id.

As with B, Sauth is a unique code that has been pre-established between S and TP. It is used to authenticate S as the recipient of the data specified in the ticket (t_{addr}, S, T_i). Upon determining that ticket is valid, TP sends back to B message 11B: (i) the actual address for this transaction, A_C, (ii) a keyed digest of A_C, and (iii) the ack for M.

In this example, A_C is the shipping address that C has chosen to use for this purchase. She may or may not have included a name to go with that address. In any case, A_C contains exactly what S needs, as this was determined in the establishment of P during the initial policy negotiation between C and M. Again, a keyed digest of A_C is included as extra confidence that the information supplied is A_C is correct.

Now that S has successfully acquired the shipping address, it will acknowledge this to M, as well as send on the ack message sent to it by TP. S sends message 12B to M: (i) a digitally signed acknowledgement of a completed address acquisition, and (ii) the block of message from TP for M.

**Message 13**

\[ TP \rightarrow C : \left[ \left[ (G_j, T_i, \text{Status}), TP_{iprv}, C_{ipub} \right] \right] \]

When a TGT that is sent by C is exhausted or consumed, TP sends a status message to C, to allow C to close accounting on that TGT. The TGT is identified by its grant list and transaction id, G_j and T_i respectively.

**Ticket Granting Ticket #2**

With the second TGT sent to M, C grants M access to her email address for up to seven uses over the next six months. As we see in the description of Message 4, C places special instruction in that message that instructs TP to provide redirect service for that email. Figure 1B and the following message description briefly details M’s usage of this TGT.

**Message 5E**

\[ M \rightarrow TP : \left[ (G_2, T_i, M_{ipub}), \left[ (T_i, [KD(G_2), K_{CTP}], \text{instruct}), TP_{ipub} \right] \right] \]

When M initially wants to use the email address of C, it must request a ticket for access to that data. Using the information from TGT #2, M sends TP: (i) the grant list, (ii) the transaction id, (iii) its own transaction specific public key, and (iv) the special section created by C for TP.

**Message 6E**

\[ TP \rightarrow M : \left[ (\text{Denied}, \text{reason}), M_{ipub} \right] \]

OR

\[ TP \rightarrow M : \left[ (t_{email}, M, T_i), M_{ipub} \right] \]

Upon receiving message 5E from M, TP must first satisfy itself that the integrity of G_2 has been maintained. If not, TP sends M a reply stating the request was denied and the reason why (integrity violation). At this point, the transaction is over. From here, we go to message 13, where TP will ack to C the status of the transaction.

TP accepts message 5B, and seeing that the requests have met the policies in P, TP sends a ticket to M, containing a token for access to C’s email address, the designation of the recipient of that data, and the transaction id.
Unlike in message 8, now $TP$ cannot use a short cut and return $C$’s email address directly to $M$. $TP$ has been instructed to provide a redirect for her email address. Therefore, $TP$ sends a ticket instead.

**Message 7E** $M \rightarrow TP$ : $[(t_{email}, M, Ti), [(M, Ti), M_{iprv}],
TP_{ipub}], [(EMsg, [KD(EMsg), M_{iprv}]), TP_{ipub}]$

Sometime later (remember, $C$ granted $M$ six months access to her email address), the merchant $M$ wants to send $C$ an email message with new catalog items and a sale promotion. $M$ sends $TP$: (i) the ticket for $C$’s email address, (ii) the id of the trusted party holding that data, $TP$, (ii) a digitally signed id, $M$, and transaction id, and (iii) the email message $EMsg$ that $M$ wishes to send to $C$.

**Message 8E** $TP \rightarrow C$ : $EMsg \{ \text{via normal electronic mail} \}$

$TP$ receives this message, verifies the ticket, and forwards $EMsg$ onto $C$. $TP$ increments the uses count for this ticket by one. $M$ is free to reuse this ticket another five times within the next six months.

### 2.4 Analysis of the Protocol

It is easy to see that because we use an anonymizing network for communication between the merchant and the consumer; most of the potential privacy breaches outlined in 2.1 can be prevented. Using this protocol, the personal and private data of $C$ (other than what $C$ has intentionally exposed) can be exposed in only one of three ways. The first is if an attacker is able to capture the messages containing any of $C$’s private data and that attacker is able to break the encryption wrapping that data. We have already assumed that an attacker would not be able to break the cryptographic functions involved. Besides, the only time that actual private data is transmitted is in messages involving the bank and shipping company, whose communication lines would already have to be very secure.

The second method would involve the release of the information in $d_{pay}$. This could only happen if $M$ and $B$ colluded. As we have already discussed, banks define trust concerning financial information, so it is very unlikely that this will happen.

That leaves the possible exposure of $d_{addr}$, which involves trust in $S$. There is no inherent trust in this part of the model yet. $S$ by itself has only an address for a package containing some unknown product. $S$ could infer the contents of the package (because it would know $M$’s business, and therefore would likely have a general idea of the contents of the package). Collusion between $M$ and $S$, would only garner exact knowledge of the contents of the package, since $C$ never supplied her real name. This type of information would be useful in the same way as that of internet action profiling information. One way to overcome this would be for $C$ to instruct $M$ to send the package to $TP$ first, who would, for an additional fee, forward it on to $C$’s shipping address. Even if $C$ chose to trust $S$, the availability of this extension to the protocol would allow more choices to the internet consumer.

### 3 Conclusions and Future Work

In this paper we proposed a new e-commerce protocol that allows the consumer to have more control over their privacy needs. The scheme proposed provides a flexible, yet
Towards a Privacy Preserving e-Commerce Protocol

powerful, approach for the secure handling of private data. The protocol prevents the unauthorized re-use and re-distribution of private in all cases where the target player does not really need access to the consumer’s private data. Moreover, by virtue of using an anonymizing network, most privacy breaches can be prevented in our protocol. We are currently in the process of implementing the protocol using COTS components. We have investigated the J2EE technology towards this end. We plan to have an implementation shortly.
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Abstract. Protection of data integrity in mobile agents has drawn much attention in recent years. Various degrees of agent data integrity have been achieved by a number of proposed schemes. A known vulnerability of these published techniques is the truncation attack. In the truncation attack, either two visited hosts collude to discard the partial results collected between their respective visits, or one revisited server deletes all entries between its two visits. In this paper we propose a “recoverable key commitment” technique to effectively defend against the truncation attack. It also prevents other known attacks such as modification, insertion and deletion.

1 Introduction

Mobile agents are small threads of execution that migrate from machine to machine, performing operations locally [1, 6, 5]. They have great potential for electronic commerce applications. A shopping agent can travel the Internet in order to buy a specific product on behalf of the user at the most convenient price. The agent migrates to multiple servers, collects price quotes and is free to choose its next move dynamically based on the data it acquired from its journey.

There are however some security issues concerning mobile software agents. In particular, if a mobile agent is capable of finding the best price among various vendors of a particular item, it is important to ensure the collected price data is not tampered with.

Karjoth et al. [3] published a family of protocols, which are referred to as the KAG protocols, to ensure the integrity of the offers acquired from the visited hosts. A common vulnerability of the KAG protocols is that they cannot resist the “truncation” attack. In this attack, a server containing the agent colludes with a previously visited server to discard all the offers between their respective visits or a server that is revisited by the agent discards all the offers between its two visits. A stemming attack is an extension of the truncation attack where one or more faked offers are inserted in place of the truncated data.
Aimed at preserving the integrity of a sequence of data segments, a number of techniques by Loureiro et al. [4] and Cheng et al. [1] have been published. However, they can only prevent the truncation attack from either an intruder, or colluding servers.

**Contribution.** The main purpose of this paper is to propose a solution to defend against the truncation and stemming attacks for mobile agents. We have devised a “recoverable key commitment” technique to detect “double operations”, which are required by the truncation, stemming as well as other known attacks, when a server \( S_m \) recomputes existing data collected by the agent, regardless of whether the data was provided by other servers or by itself. We assume that, for fairness, every server can provide one and only one offer. In this paper we assume that the proposed technique is implemented in an electronic market environment where a trusted third party plays a role of judge to settle any dispute.

**Organisation.** The rest of the paper is organised as follows: Section 2 details the truncation and stemming attacks. Section 3 proposes a new scheme to detect the truncation attack. We conclude the paper in Sect. 4.

(An extended version of this paper is available upon request from the authors.)

## 2 Truncation and Stemming Attacks

Assume \( S_m \) and \( S_i \) (\( m < i \)) are colluding servers. We depict the truncation and stemming attacks as following:

**Truncation attack.** Assume the agent arrive at \( S_i \). \( S_i \) captures the agent with encapsulated offers \( O_0, O_1, \ldots, O_{i-1} \), and sends the agent to the previously visited server \( S_m \). \( S_m \) is able to delete the offers between \( S_m \) and \( S_i \) from the agent. After the truncation, \( S_m \) sends the agent back to \( S_i \), and \( S_i \) can then carry on the agent’s execution. A special case is that \( S_m \) sends the agent back to the originator after the attack. In this case, \( S_m \) and \( S_i \) both have to agree to sacrifice \( S_i \)’s interest, since \( S_i \)’s offer will not be included in the agent.

**Stemming attack.** This attack often occurs in conjunction with the truncation attack: \( S_m \) inserts a series of fake offers under the names of victim hosts \( S'_{m+1}, S'_{m+2}, \ldots \) until \( S_i \) or the originator \( S_0 \). \( S_m \) can first replace its previous offer with \( O'_m \) using its own identity and a fake server \( S'_{m+1} \) as its successor. The offer \( O'_m \) is then signed using \( S_m \)’s long term private key. For constructing the other fake offers \( O'_{m+1}, O'_{m+2}, \ldots, O'_{i-1} \) (or \( O'_{0-1} \)), \( S_m \) can arbitrarily choose fake private keys and signs for \( S'_{m+1}, S'_{m+2}, \ldots, S'_{i-1} \) (or \( S'_{0-1} \)). After the agent returns to its originator, the originator would find out that the keys used for signing \( O'_{m+1}, O'_{m+2}, \ldots, O'_{i-1} \) (or \( O'_{0-1} \)) are not legitimate private keys (by verifying with the CA). Therefore \( O'_{m+1}, O'_{m+2}, \ldots, O'_{i-1} \) (or \( O'_{0-1} \)) are not signed by their corresponding signers \( S'_{m+1}, S'_{m+2}, \ldots, S'_{i-1} \) (or \( S'_{0-1} \)). However, it turns out that there could be two possibilities: (1) the hosts \( S'_{m+1}, S'_{m+2}, \ldots, S'_{i-1} \) (or \( S'_{0-1} \)) intentionally inserted offers without honestly signing on it, (2) the server \( S_m \) inserted fake offers under the names of \( S'_{m+1}, S'_{m+2}, \ldots, S'_{i-1} \) (or \( S'_{0-1} \)). The originator cannot accuse anyone because of the above uncertainties.
3 The Proposed Scheme

This section first depicts an architectural environment - an electronic market, in which the proposed mechanism and its application can be designed and implemented. A new “recoverable key commitment” mechanism is then introduced and applied in a simple digital signature scheme to detect and prevent “truncation” and “stemming” attacks as well as other attacks against integrity. This section will detail the scheme.

3.1 Participants and an Electronic Market

The participants in the e-market in our setting include: (1) a buyer (the mobile agent’s originator), (2) a number of vendors’ servers and (3) a trusted third party that can be designated by authorities. A buyer’s mobile agent enters the e-market through the trusted third party which may provide yellow-page like services. The agent then travels from server to server and collects offers. After completing its journey, the agent returns to the trusted third party to verify its collected results and finally travels back to its originator.

The trusted third party plays an important role in the proposed new scheme. The trusted third party registers the vendors’ servers and manages the commitments from the registered servers. In case of a dispute between an e-market member and a customer or another member, the trusted third party serves as an arbitration board. In our architecture, the behaviour of the trusted third party can be publicly verified by a prover. The prover can be shared among multiple servers to distribute the needed trust and strengthen the robustness of the system.

3.2 Recoverable Key Commitment

The idea of “recoverable key commitment” is to split the private key for signing into a number of pairs of shares. Gathering any pair of the shares can reveal the private key. In normal cases, any party other than the key owner knows at most one share in each pair. Once committed, the owner of all pairs of the shares can not change these shares in the same protocol run, but can choose new pairs after the run has completed. This technique attempts to achieve conditional anonymity [2] in which the identity of any dishonest server will be revealed, while the honest servers remain anonymous.

The “recoverable key commitment” mechanism is based on a technique called “secret splitting” [2] where a message $M$ is divided into pieces so that all the pieces must be put together to reconstruct $M$. In the proposed “recoverable key commitment” mechanism, a secret $S$ possessed by each server is split into many pairs $(s_{ei}, s_{oi})$ so that $S$ can be discovered as:

$$S = s_{ei} + s_{oi}, \text{ for } i = 1, 2, \cdots, n,$$

where $s_{ei}$ and $s_{oi}$ denote partial shares in $S$ with even and odd number subscripts respectively.
The “recoverable key commitment” technique involves a protocol of four phases Split, Commit, Choose and share and Unveil. The protocol is run between two parties: a secret holder and a secret sharer. Assume $p$, $q$ and $g$ are system parameters for all the servers in the e-market such that $p$ and $q$ are large primes, where $q$ is a factor of $p-1$, and $g$ is a generator of the subgroup of order $q$ in $\mathbb{Z}_p^*$. Before the new protocol run, these two parties perform:

**Split.** The secret holder chooses its secret $S = \log_g y$ to be used in the new protocol run and publishes $y$. The secret holder splits $S$, finding $n$ equations such that:

\[
s_{e_1} + s_{o_1} = S \mod q \quad (1)
\]
\[
s_{e_2} + s_{o_2} = S \mod q \quad (2)
\]
\[...
\]
\[
s_{e_n} + s_{o_n} = S \mod q \quad (n)
\]

**Commit.** The secret holder computes and publishes $2n$ commitments to the corresponding partial shares $y_{e_1} = g^{s_{e_1}} \mod p$, $y_{o_1} = g^{s_{o_1}} \mod p$, ..., $y_{e_n} = g^{s_{e_n}} \mod p$, $y_{o_n} = g^{s_{o_n}} \mod p$. This commitment mechanism is unconditionally binding, therefore at the end of the Commit phase the secret holder is unable to change its chosen shares. The commitments can be verified by anyone against $y$. Anyone can verify the commitments by testing:

\[
y_{e_1} \times y_{o_1} = y \quad (1)
\]
\[
y_{e_2} \times y_{o_2} = y \quad (2)
\]
\[...
\]
\[
y_{e_n} \times y_{o_n} = y \quad (n)
\]

where $y_{e_i} \times y_{o_i} = g^{s_{e_i}} \times g^{s_{o_i}} = g^{s_{e_i} + s_{o_i}} = g^S = y$

During a protocol run, the secret holder and the secret sharer conduct the following processes:

**Choose and Share.** The secret holder must use a hash function to select a set of $n$ shares in secret $S$ and their corresponding commitments. One of the shares is from one equation in the Split phase above. Let $\{s_{e_1}, s_{e_2}, ..., s_{e_n}\}$ represent $n$ chosen shares and $s_{c_j}$ can be either $s_{e_j}$ or $s_{o_j}$ $(1 \leq j \leq n)$. The secret holder then sends these $n$ shares to the next server (the secret sharer). These selected shares do not reveal the secret $S$ used by the sender, since they provide only half of the secret to the secret sharer.

**Unveil.** A dispute often takes place when the secret holder (for example, a malicious server) attempts to operate more than once in the same protocol run after having conducted a certain computation. For instance, a malicious server tampers with existing computed data from other servers or itself collected by a mobile agent after having made offers to the agent previously. As discussed in the Choose and share phase, the server (the secret holder) is forced to choose a set of $n$ shares to be sent to its next server (the secret sharer). As a consequence, the malicious server will produce two sets of shares to be received by the secret sharers (the secret sharers could be same or different). The probability of producing two identical sets of shares is $\frac{1}{2^n}$.

In the Unveil phase, if there is any suspicious secret holder, the recipient servers are able to reveal the secret by combining different sets of shares from the
same secret holder. For instance, assume a secret sharer \( S_i \) receives \( \{s_{c_1}, ..., s_{c_n}\} \) from a secret holder, \( S_m \), and another secret sharer, \( S_j \), receives \( \{s'_{c_1}, ..., s'_{c_n}\} \) from \( S_m \) as well. \( S_i \) and \( S_j \) can examine these two sets of shares. If any share \( s_{c_i} \) (1 \( \leq \) \( i \) \( \leq \) \( n \)) is different from the corresponding share \( s'_{c_i} \), \( S_i \) and \( S_j \) are able to reveal \( S_m \)’s secret \( S \) by performing the following computation: \( S = s_{c_i} + s'_{c_i} \).

3.3 Application of Recoverable Key Commitment Against Truncation Attack in Mobile Agents

We employ the “recoverable key commitment” technique in mobile agent applications to defend against truncation attacks. The application is implemented in an e-market environment.

The protocol using “recoverable key commitment” is illustrated in Fig. 1.

![Fig. 1. The protocol using “recoverable key commitment” mechanism](image)

There are seven stages involved in the preparation, execution and finishing phases of the protocol: **Setup**, **Offer encryption**, **Choose and Share**, **Sign**, **Verify**, **Update** and **Reveal**. All the stages except the **Reveal** stage will be always performed in each protocol run. The **Reveal** stage will be conducted only when a malicious action is detected. Any invalid data will be detected in the **Verify** stage. The application contains three parties: the sending server, the receiving server and the trusted third party.

Before the protocol starts, all the participant servers and the trusted third party have to conduct a **Setup** process.

**Setup.** This stage involves an interactive protocol that performs the “split” and “commit” phases of the “recoverable key commitment” between the trusted third party and \( n \) servers.

For \( i = 1, 2, \cdots, n \), we use notations \( xi_{e_j} \) and \( xi_{o_j} \) to denote partial shares in the long-term private key \( xi \) (the secret \( S \) in Sect. 3.2) of the server \( S_i \), and \( yi_{e_j} \) and \( yi_{o_j} \) to denote the corresponding commitments to \( xi_{e_j} \) and \( xi_{o_j} \). Assume each server chooses \( k \) sets of shares. Hence, the result of this stage consists of:
1. a number of sets of shares \{ (x_{1e_1}, x_{o_1}), ..., (x_{1e_k}, x_{o_k}) \}, \{ (x_{2e_1}, x_{o_1}), ..., (x_{2e_k}, x_{o_k}) \}, ..., \{ (x_{ne_1}, x_{n o_1}), ..., (x_{ne_k}, x_{n o_k}) \} chosen by hosts S_1, S_2, ..., S_n are known only to the respective hosts, and  
2. the same number of sets of commitments to their corresponding shares \{ (y_{1e_1}, y_{o_1}), ..., (y_{1e_k}, y_{o_1}) \}, \{ (y_{2e_1}, y_{o_1}), ..., (y_{2e_k}, y_{o_1}) \}, ..., \{ (y_{ne_1}, y_{n o_1}), ..., (y_{ne_k}, y_{n o_k}) \} where \( y_{ie_1} = g^{x_{ie_1}}, y_{io_1} = g^{x_{io_2}} \) and so on.

The shares are chosen in the following way:

\[
\begin{align*}
    x_{i e_1} + x_{i o_1} &= x_i \quad (1) \\
    x_{i e_2} + x_{i o_2} &= x_i \quad (2) \\
    &\ldots \\
    x_{i e_k} + x_{i o_k} &= x_i \quad (k) \quad \text{where } x_i \text{ is the long term private key of } S_i.
\end{align*}
\]

The commitments are published by the trusted third party.

After the Setup stage is completed, the agent starts to visit a sequence of servers. Let us assume the agent will visit \( n \) servers. The originator \( S_0 \) initialises the protocol in Fig. 1 by randomly generating \( r_0 \). S_0 then encrypts a secret token \( o_0 \) and \( r_0 \) with its own public key \( y_0 \). S_0 signs this encrypted value together with the identity of \( S_1 \) to construct a dummy encapsulated offer \( O_0 \). Finally \( S_0 \) sends \( O_0 \) to the first server \( S_1 \).

From \( S_1 \) onwards, each server \( S_i \) will perform the following four stages:

1. **Offer encryption.** Assume the agent arrives at a server \( S_i \). \( S_i \) makes an offer \( o_i \) and also computes its next server \( S_{i+1} \). Then \( S_i \) constructs \( \varepsilon o_i \) by encrypting \( o_i \) and a random value \( r_i \) using \( y_0 \).

2. **Choose and Share.** Before the agent is sent to \( S_{i+1} \), \( S_i \) chooses \( k \) shares and sends these shares to \( S_{i+1} \) with the other data.

To ensure the shares are bound to each computation result, they are chosen using the following algorithm:

- \( S_i \) takes its encrypted offer \( \varepsilon o_i \) and identity of the next server \( S_{i+1} \) as inputs to a one-way hash function \( h_{d i} = H(\varepsilon o_i, S_{i+1}) \) that returns \( k \) bits output. We choose \( h_{d i} \) to be a string of bits \( b_1 b_2 \ldots b_k \) since we have \( k \) sets of shares.
- \( S_i \) chooses one share \( x_{i e_j} \) or \( x_{i o_j} \) out of the set \( \{ x_{i e_j}, x_{i o_j} \} \) ( \( 0 \leq j \leq k \) ) in the equations above according to the value of each bit in \( b_1 b_2 \ldots b_k \). For example, \( S_i \) can choose the first share in equation (1) with even number subscript \( x_{i e_1} \) if \( b_1 = 0 \); \( x_{i o_2} \) if \( b_1 = 1 \). For convenience, we use a notation \( x_{i c_j} \) to indicate a chosen share. \( x_{i c_j} \) is either \( x_{i e_j} \) or \( x_{i o_j} \) ( \( 1 \leq j \leq k \) ). As such, \( k \) shares \( c_{s_l} = \{ x_{i c_1}, x_{i c_2}, \ldots, x_{i c_k} \} \) are selected. The probability of producing two identical sets of shares in this case is \( \frac{1}{2^k} \).

Note the same set of shares cannot be reused in different protocol runs. Otherwise the long-term private keys of the revisited servers will be revealed. At the end of a protocol run, an Update stage must be conducted. If multiple agents are allowed to participate in the same protocol run, a server must provide different sets of shares for different agents; otherwise an “interleaving” attack can take place, which will be discussed in Sect. 3.4.

3. **Sign.** Finally \( S_i \) constructs an encapsulated offer \( O_i \) by signing the encrypted offer \( \varepsilon o_i \), the identity of its next server \( S_{i+1} \) and \( c_{s_l} \).
4. **Verify.** During the agent’s execution, a list of public keys of the participant servers should be published and/or carried with the agent. All the commitments of the servers can be stored locally in each server’s database. When these public keys and commitments are available to all the servers in the agent’s itinerary, at server $S_{i+1}$, partial results obtained at any previous servers can be verified.

When the agent arrives at $S_{i+1}$, carrying $\{O_0, O_1, \ldots O_i\}$, $S_{i+1}$ can conduct:
- $S_{i+1}$ obtains $O_i$ from the chain and searches for the corresponding public key $y_i$ from the key list. If $\text{Ver}_{y_i}(O_i) = \text{true}$, $S_{i+1}$ can ensure that the signature is authentic. $S_{i+1}$ recovers $\{o_i, r_i\}y_0$, the identity of $S_{i+1}$ and $cs_i$. $S_{i+1}$ can not view $o_i$ since it was encrypted using $y_0$. Only the originator is able to decrypt the offer $o_i$, hence it provides data confidentiality. $S_{i+1}$ can verify the identity of itself. Finally $S_{i+1}$ verifies the shares in $cs_i$.
- $S_{i+1}$ gains shares $\{xi_{c_1}, xi_{c_2}, \ldots xi_{c_k}\}$ from $cs_i$. $S_{i+1}$ computes $yi'_{c_1} = g^{x_{c_1}}, yi'_{c_2} = g^{x_{c_2}}, \ldots yi'_{c_k} = g^{x_{c_k}}$. $S_{i+1}$ also computes $hd_i = H(\langle o_i, S_{i+1} \rangle)$ and gains $b_1b_2...b_k$ of $hd_i$. It searches the corresponding commitments in its own database and checks whether these equations are satisfied: If $b_j = 0 \ (1 \leq j \leq k)$, $yi'_{c_j} \neq yi_{c_j}$; else $b_j = 1, yi'_{c_j} = yi_{c_j}$. If this correspondence does not exist, $S_{i+1}$ can be sure that $S_i$ did not correctly choose the set of secret shares and should report this action to the trusted third party. As such $S_{i+1}$ is able to verify $cs1, cs2, ... cs_{i-1}$.

Following the same line of reasoning, $O_0, O_1, \ldots O_{i-1}$ can be verified. If no integrity violation is detected and the shares are matched with the commitments, the agent continues its execution; otherwise, the agent’s computation aborts early. In the latter case, $S_{i+1}$ reports the abnormality to the trusted third party and sends the identity of the suspicious server to the trusted party.

Once the agent completes its journey, it returns to the trusted third party before going back to the originator. The trusted third party also verifies all the offers and shares carried by the agent. To detect if any suspicious double operations have taken place, the trusted third party can publish $O_1, ..., O_n$ and their associated shares $\{x_{c_1}, x_{c_2}, \ldots x_{c_k}\}, \ldots \{x_{n_1}, x_{n_2}, \ldots x_{n_k}\}$. If a visited server $S_i \ (1 < i \leq n)$ discovers any mismatch between the published shares and its received shares, for instance, $\{x_{c_1}, x_{c_2}, \ldots x_{c_k}\} \neq \{x_{c_1}, x_{c_2}, \ldots x_{c_k}\} \ (1 \leq j < n)$, it can contact the trusted third party and send the mismatched shares. We assume that only the trusted third party has the authority to reveal a dishonest server’s long-term private key. The **Reveal** stage then will be conducted.

**Reveal.** The trusted third party compares $\{x_{c_1}', x_{c_2}', \ldots, x_{c_k}'\}$ with $\{x_{c_1}, x_{c_2}, \ldots, x_{c_k}\}$. If at any position two bits are not matched, the long term private key of $S_i$ can be obtained by simply computing the addition of those bits. For instance, if $x_{c_2}' \neq x_{c_2}$, then $x_j = x_{c_2}' + x_{c_2}$.

After these stages are completed, the trusted third party will dispatch the agent back to the originator (the buyer) with all the collected data.

**Update.** At the beginning of each protocol execution, the trusted third party informs all the participant servers to choose a new set of shares and compute their commitments. It erases the old commitments and publishes the new com-
mitments. The hosts must make sure that they will not use the same set of shares in two protocol runs. Otherwise their long-term private keys will be revealed.

The protocol discussed above prevents a malicious server from corrupting collected data chain in such a way that the malicious server’s long-term private key will be exposed with high probability. The long-term private key exposure imposes a significant impact on the malicious server which makes conditional anonymity a sufficient deterrent in a shopping mobile agent system.

3.4 Security Analysis

Theorem 1. If a server \( S_m \) computes \( h_d \) more than once using different \( \varepsilon_o \) or \( S_{m+1} \) as inputs, \( S_m \)'s long term private key can be reconstructed with an overwhelmingly large probability.

Proof. Let \( H() \) be a collision-resistant hash function. Suppose a malicious server \( S_m \) launches a truncation attack by replacing its successor server \( S_{m+1} \) and its own data \( \varepsilon_o \) with \( S'_m \) and \( \varepsilon_o' \) where \( (\varepsilon_o, S_{m+1}) \neq (\varepsilon_o', S'_m) \), then \( h_d \) is satisfied with a overwhelmingly large probability where two different sets of shares \( \{x_{m,c_1}, x_{m,c_2}, \ldots , x_{m,c_k}\} \) and \( \{x'_{m,c_1}, x'_{m,c_2}, \ldots , x'_{m,c_k}\} \) determined by \( h_d \) and \( h'_d \) respectively are revealed and there exists \( \{c_\alpha, c'_\alpha\} = \{e_\alpha, o_\alpha\}, 1 \leq \alpha \leq k \), with the same probability. Therefore, \( S_m \)'s private key \( x_m = x_{m,e_\alpha} + x_{m,o_\alpha} \) can be reconstructed with the same probability. \( \square \)

The new protocol can effectively prevent the truncation and stemming attacks, and some other attacks.

- **Truncation and Stemming Attacks.** In the protocol in Fig. 1, any encapsulated offer \( O_j = \text{Sig}_{x_j}(E_{y_0}\{o_j, r_j\}, S_{j+1}) \) (1 ≤ \( j \) ≤ \( n \)) includes a signature over the encrypted offer and the identity of the next intended server. To successfully launch the truncation attack, the malicious server has to change the identity of the successor server \( S_{j+1} \) to the colluding server or a newly chosen successor server. Therefore \( S_j \) can only recompute \( O'_j = \text{Sig}_{x_j}(\{o_j, r_j\}, S'_{j+1}) \) and replace \( O_j \) with \( O'_j \), and also choose a set of shares using \( h_d = H(O_j, S'_{j+1}) \). Theorem 1 shows that the probability of generating two identical sets of shares using different parameters by the same server is negligible. So long as \( S_j \) has produced two different sets of shares in the same protocol run, its long term private key will be discovered in the Unveil stage (see Sect. 3.3).

The stemming attack can also be detected, as the malicious server has to recompute the encapsulated offer to include the servers’ identities which would not have been included without intervention of the malicious server. In addition, the malicious server \( S_m \) in the this attack (discussed in Sect. 2) can be discovered: (1) during the Verify stage when \( S_{m+1} \) checks \( S_m \)'s digital signature if \( S_m \) deliberately inserted an offer but did not honestly sign it, or (2) during the Reveal stage, after the trusted third party publishes all the offers, if \( S_m \) truncated a string of data and inserted fake offers under the victim servers’ names.

- **Modification, Deletion and Insertion Attacks.** These three attacks are addressed by the literature [3, 6, 5], and occur when an entity maliciously alters or
deletes previously generated partial results, or inserts offers which would not have been included without the intervention of the malicious entity. Re-computation is required to launch these attacks. Following the same argument in the truncation attack above, these three attacks will be identified in the Unveil stage.

– **Interleaving Attack.** To launch this attack, a malicious server participates in two or more previous protocol executions (parallel sessions), including the possible origination of one or more protocol executions by the malicious server itself. The impact of this attack on the “recoverable key commitment” protocol is that the malicious server is able to disclose an innocent server’s long term private key by obtaining more than one set of shares from the same server which are carried by different agents in different parallel protocol runs. To avoid this attack, each server has to maintain a number of sets of shares, each of which is tightly bound to one agent.

Defense against other attacks is described in the extended paper. The proposed scheme relies on the fact that each server will honestly utilise the hash-based algorithm to choose its secret shares. This can be checked at the “Verify” stage when a verifier checks the correspondence between the commitments calculated from a server’s chosen shares and the same server’s published commitments, based on each bit of the hash value.

**Computation Efficiency.** Compared to the schemes using simple key encryption, the proposed “recoverable key commitment” mechanism has additional computation and communication cost.

Suppose each server chooses $t$ sets of shares and the agent visits $n$ servers. DSA is used for digital signatures and ElGamal algorithm is used for shares’ commitments. The communication cost only occurs when all the participant servers send their commitments to the trusted third party and when the agent is dispatched from one server to another. Referring to Table 1 (RKC indicates the “recoverable key commitment”), we count the average computational cost for each server in terms of the number of modular exponentiations required by DSA signatures as an example.

<table>
<thead>
<tr>
<th>Table 1. Comparison of computational and communication cost of the protocol</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Stage</th>
<th>Without RKC</th>
<th>With RKC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setup</td>
<td>$1 \times 2t$</td>
<td>$1 \times 2t$</td>
</tr>
<tr>
<td>Offer</td>
<td>$2$</td>
<td>$2$</td>
</tr>
<tr>
<td>Encryption</td>
<td>$-</td>
<td>$-</td>
</tr>
<tr>
<td>Choose and Share</td>
<td>$1$</td>
<td>$1$</td>
</tr>
<tr>
<td>Sign</td>
<td>$n$</td>
<td>$n + \frac{n}{t}$</td>
</tr>
<tr>
<td>Verify</td>
<td>$-</td>
<td>$-</td>
</tr>
<tr>
<td>Update</td>
<td>$1 \times 2t$</td>
<td>$1 \times 2t$</td>
</tr>
<tr>
<td>Reveal</td>
<td>$-</td>
<td>$-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stage</th>
<th>Without RKC</th>
<th>With RKC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setup</td>
<td>$2t \times 128\text{bytes}$</td>
<td>$2t \times 128\text{bytes}$</td>
</tr>
<tr>
<td>Dispatch</td>
<td>$\sum_{i=0}^{n-1} \text{size}(\varepsilon_{0i}) + \sum_{i=0}^{n-1} \text{size}(\varepsilon_{0i})$</td>
<td>$\sum_{i=0}^{n-1} \text{size}(\varepsilon_{0i}) + \sum_{i=0}^{n-1} \text{size}(\varepsilon_{0i})$</td>
</tr>
<tr>
<td>$(S_{n-1} \rightarrow S_n)$</td>
<td>$+n \times 40 \text{bytes}$</td>
<td>$+n \times 40 \text{bytes}$</td>
</tr>
<tr>
<td>$S_n$</td>
<td>$+n \times t \times 128\text{bytes}$</td>
<td>$+n \times t \times 128\text{bytes}$</td>
</tr>
</tbody>
</table>
From the analysis above, some additional computation and communication cost can be observed. The computation complexity relies on the number of the shares chosen. The greater the number of shares chosen, the greater the computation cost and also the larger the payload of the agent as the shares have to be sent with the agent. However the system is more secure with a larger number of shares. Therefore there is a tradeoff between the computation complexity and the security requirements.

However, the extra cost does not impact a great deal in the performance of the protocol, since all the additional computation can be done off-line. Communication cost grows linearly on the number of the servers to be visited.

4 Conclusion and Future Work

A number of published protocols [3, 6, 5] for data integrity in mobile agents have been vulnerable to truncation attacks where a sequence of data are deleted by malicious hosts. In this paper, we proposed a robust defense against the truncation and stemming attacks for mobile agents. The proposed “recoverable key commitment” technique attempts to achieve “conditional anonymity” where the identity of a malicious server who attempts “double operations” will be revealed. The proposed new technique “recoverable key commitment” can also effectively detect and prevent other attacks.

However, in the proposed technique the sets of the shares grow in size as the mobile agent travels. Therefore the future work will be focused on how to improve the performance of the proposed technique.
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Abstract. Recently, a trend towards business processes in Business-to-Business e-Commerce (B2B) is apparent. One of the most promising approaches is UN/CEFACT’s modeling methodology (UMM) based on UML. However, developing a new UMM model for each small variation in a business process would lead to a multitude of “similar” business processes. Thus, a more generic UMM model together with well-defined constraints for different business environments is a better approach to ensure unambiguity. In this paper we develop templates for such constraints based on an extended version of OCL.

1 Motivation

For a long time standardization in Business-to-Business e-Commerce (B2B) followed a pure data centric approach. Recent standardization approaches take business processes into account. The most prominent examples include: Business Process Execution Language (BPEL) [2], Business Process Modeling Language (BPML) [1], and ebXML Business Process Specification Schema (BPSS) [13]. Since all of them are XML-based, software tools are able to process the choreography and execute the business process. In contrast, UN/CEFACT’s modeling methodology (UMM) [16] starts from the business requirements in order to define a choreography that meets the business needs. UMM uses the Unified Modeling Language (UML) for describing the business aspects of the business processes and the information exchanged. The resulting choreography provides semantics to be expressed in the XML languages mentioned above.

Usually, a UML diagram does not provide all relevant aspects of a specification. There exist additional constraints that cannot be expressed in the graphical syntax. The preferred language for specifying these constraints in UML is the Object Constraint Language (OCL) [12]. Since UMM is based on UML it seems to be straightforward to specify constraints in OCL. The current Revision 12 of the UMM User Guide references and even mandates the use of OCL for specifying pre- and post-conditions, rules, guards, etc. However, it does not show in any instance how to use OCL in UMM.

The goal of this paper is to define how to use OCL in UMM. UMM does not make use of all existing UML features. It defines a very strict UML Profile for the specific purpose of modeling B2B business processes, so-called business collaborations. Inasmuch UMM puts UML into a very small corset, which needs only a limited set of
constraint types. Consequently, UMM requires only a small subset of OCL. Therefore, we develop OCL-based templates that reflect all useful constraints for UMM business collaborations. Since OCL originally does not focus on activity graphs and does not mention access to tagged values, we make some necessary extensions to OCL.

The remainder of this paper is structured as follows: Section 2 concentrates on related work in the area of business processes for B2B environments. In Section 3 we introduce the core concepts of UMM. We keep them to a minimum necessary to understand how our OCL-based templates will fit into. Section 4 defines OCL-based templates for the UMM artefacts business collaboration protocol and business transaction. The notation of our templates is an extended Backus Naur. Form A short summary in Section 5 concludes the paper.

2 Related Work

Today different approaches exist for choreographing atomic Web Services to complex business processes. Microsoft based XLANG [11] on the pi-calculus, whereas IBM developed the Web Services Flow Language (WSFL) [8] on the foundation of petri nets. The first organization to combine these two approaches was BPMI with their Business Process Modeling Language (BPML) [1]. Later on BEA, IBM and Microsoft started a unification of XLANG and WSFL that became known as Business Process Execution Language (BPEL) [2,9]. Currently this approach seems to be the winner among the competing standards. Another well known approach is W3C’s Web Services Choreography Interface (WSCI) [18] that describes only one partner’s participation in a business process. Similarly to Web Services, ebXML provides a stack of protocols to standardize B2B on top of XML. The protocol for describing the choreography of message exchanges between business partners is ebXML Business Process Specification Schema (BPSS) [13].

All protocols mentioned above describe the behavior between Web Services and/or the execution side of a business process. They do not consider the design of a business process by a business process analyst. For this purpose BPMI is developing the Business Process Modeling Notation (BPMN) [17]. This notation presents the amalgamation of best practices in the business process modeling community. Another option for a graphical syntax is UML. RosettaNet uses a UML-based methodology to develop their Partner Interface Processes (PIPs) [10]. UN/CEFACT started the development of its methodology on top of UML. During the ebXML initiative the company EDIFECT - that owned copyright of the methodology used in RosettaNet - transferred these copyrights to UN/CEFACT. Inasmuch the current version 12 of UMM [16] represents also a successor of RosettaNet’s methodology.

UN/CEFACT’s vision is developing business process models for global e-business. These business process models must not include any ambiguity. In practice, one and the same business process varies a little bit with respect to the business environment. Developing a new model for each variation will result in a multitude of models. Thus, a generic model together with constraints for different business environments is a much more effective approach to ensure unambiguity. This results in a key difference between UMM and the XML-based approaches. The XML-based approaches describe an executable process. Consequently, this process must be defined in a specific busi-
ness environment. In UMM a business process model is valid in more business environments. The semantics of an executable process are derived by applying the constraints defined for a specific business environment to the generic model. In the future, transformation rules from UMM to BPEL, BPSS, etc., will enable to derive executable business process from a common generic basis. This transformation goes beyond the scope of this paper. In our paper [6] we demonstrate the transformation from UMM to ebXML BPSS.

One option for specifying constraints is natural language which results in ambiguity. Another option is formal languages which are often hard to understand by business experts or system modelers. There exist rule based languages which have been developed for e-business in a Web environment, e.g. Business Rules Markup Language (BRML) [3]. Nevertheless, UMM needs a constraint language that reflects its meta-model. Since UMM is UML-based, the preferred language for specifying constraints is the Object Constraint Language (OCL) [12]. OCL has been developed by IBM as a business modeling language. Later it became part of OMG’s set of UML specifications. It is a formal language that is said to be easy to read and write by modelers.

3 UN/CEFACT’s Modeling Methodology (UMM)

UMM consists of 4 views, corresponding patterns, as well as a well-formed meta-model which defines the syntax and semantics for each view. Due to space limitations we will not go into the details of each view. The interested reader is referred to the UMM Meta Model [15] and the UMM User Guide [16]. In this Section we briefly describe those concepts of UMM needed to understand the proposed OCL-based templates. Fig. 1 presents an overview of the most basic concepts. The diagram does not present the UMM meta-model nor is it a class diagram. The graph is used to explain the UMM ontology and each box represents a concept in the UMM ontology.

A business process is defined as an organized group of related activities that together create customer value [4]. If all the activities are performed by one organization this leads to an intra-organizational business process. In B2B the activities are executed by different organizations which collaborate to create value. UMM concentrates on the unambiguous definition of an inter-organizational business processes and calls it business collaboration.

A business collaboration is performed by two (= binary collaboration) or more (multi-party collaboration) business partners. A business collaboration might be complex involving a lot of activities between business partners. However, the most basic business collaboration is a binary collaboration realized by a request from one side and an optional response from the other side. This simple collaboration is a unit of work that allows roll back to a defined state before it was initiated. Therefore, this special type of collaboration is called business transaction.

Since UMM is based on UML, it uses the concept of use cases to capture requirements. In case of a complex business collaboration the requirements are described in a so-called business collaboration protocol use case. These requirements lead to a choreography of activities in order to create the customer value. The activity graph representing this choreography is called business collaboration protocol (c.f. Fig. 2). Each activity shown in a business collaboration protocol refers to exactly one business transaction. Therefore, each activity of the business collaboration protocol is called a
business transaction activity. Each of these activities is characterized by the tagged values \textit{timeToPerform} and \textit{isConcurrent}.

![Diagram of UMM in a Nutshell]

The requirements of a business transaction are described by a \textit{business transaction use case}. Again, the requirements lead to a choreography of the business transaction. The resulting activity graph is what is really called \textit{business transaction} in UMM (c.f. Fig. 3). One might argue, that business transaction activity and business transaction present the same concept. Since different UML elements - an activity and an activity graph - are required in the UML notation, these concepts are distinguished in UMM.

The activity graph of a business transaction is always composed of two \textit{business activities}, an \textit{initiating business activity} performed by the initiator and \textit{reacting business activity} performed by the other business partner. In a \textit{one-way transaction} business information is exchanged only from the \textit{initiating business activity} to the \textit{reacting business activity}. In case of \textit{two-way transaction} the reacting business activity returns business information to the initiating business activity. The UML notation of an object flow is used to show the exchange of business information.

In UMM we distinguish two one-way transactions - \textit{notification} and \textit{information distribution} - and four two-way transactions - \textit{query/reponse}, \textit{request/confirm}, \textit{request/response} and \textit{commercial transaction}. These types of business transactions cover all known legally binding interactions between two decision making applications as defined in Open-edi [7]. Furthermore, the type of business transaction is manifested in the defaults for the tagged values of the initiating/requesting business activity: \textit{isAuthorizationRequired}, \textit{isNonRepudiationRequired}, \textit{timeToPerform}, \textit{timeToAcknowledgeAcceptance}, \textit{isNonRepudiationOfReceiptRequired}, and \textit{recurrence}.
4 OCL-Based Templates for UMM

Having introduced the basic concepts of UMM, it becomes evident that OCL-based templates are useful only for certain artefacts. Use Cases capture the requirements which result in OCL constraints. Constraints do not apply to use cases themselves. Consequently, candidates for OCL-based templates are activity graphs for business collaboration protocols and business transactions as well as class diagrams for business information exchanged. In this paper, we concentrate on the choreography of the activity graphs. Constraints on business information exchanged cannot be explained within the page limit and will be a topic of another paper.

The following two subsections present the OCL-based templates for business collaboration protocols and business transactions. Each template is demonstrated by an example. These examples refer to two very simple case studies. The first one is order management of books and the second one is order management of tourism products. For more details on this case study we refer to our paper introducing business context variations in UMM [5].

4.1 Constraints for Business Collaboration Protocols

The choreography of a business collaboration protocol follows a description provided in the corresponding use case description. Fig. 2. shows the business collaboration protocol of our example. The order management either begins by a search for product or by the query for the reservation list. After a search it is possible to order or reserve a product. Both activities require the customer to be registered. If the result of a search was not satisfying another search is performed or the reserved products are queried. After a reservation was performed the next activity is either a new search or the query for the reserved products. Note that querying products requires customers to be registered, because otherwise they were not able to make a reservation. After querying the reserved products, a product might be ordered. The other choice is to perform a new search. The business collaboration always ends after ordering a product. However, the search for product, the reservation, and the presentation of the reserved products might also be the last activity with the consequence that no book is ordered.

A business collaboration is valid in one or more business environments. Thus, the business environments are specified in a tagged value of the business collaboration. The best way to describe a business environment is by the concept of business context as introduced by ebXML core components [14]. In this specification business context is defined as a mechanism for qualifying and refining core components according to their use under particular business circumstances. We enlarge the scope of this definition to apply the mechanism not only to core components but also to any UMM artifact. The business context in which the business collaboration takes place is specified by a set of categories and their associated values. In ebXML eight categories have been identified: business process, product classification, industry classification, geopolitical, official constraints, business process role, supporting role, and system capabilities. We split the category business process into the two categories business collaboration and business transaction, because both exist in a UMM model and must be distinguished. The context categories are not limited to the ones identified, but we do not recommend the use of other categories.
The definition of a business environment is nothing else then a constraint on the activity graph of a business collaboration protocol. Thus, the definition of an OCL constraint seems to be straightforward. However, OCL was designed to specify invariants of classes and pre- and post-conditions for methods. We need access to the tagged values of an activity graph (and other UML elements). The OCL specification [12] does not consider this type of access. OCL allows invariants for classifiers only. In our approach, we apply invariants to other UML elements as well. The syntax is similar to that of invariants for classifiers. In case of defining the business environment of the business collaboration protocol, we specify the corresponding business collaboration protocol after the OCL keyword context and followed by the keyword inv for invariants. Instead of defining constraints on attributes of a classifier, we assign constraints to the tagged values describing the business environment. The business environment is defined as name-value-pairs for the context categories connected by boolean operators.

The template for defining invariants of a business collaboration protocol is defined in BNF further below. The template is followed by an example constraint. Although our order management collaboration seems to be rather general, we restrict it to two business environments for demonstration purposes. The example constraint restricts our business collaboration protocol to the book order management case and the tourism product order management case.

```plaintext
BusinessCollaborationProtocolInvariant ::= 

BusinessContextStatement ::= 

BusinessContext ::= <BusinessContextDriver> <relationalOperator> "<literal>"

BusinessContextDriver ::= BusinessCollaboration | BusinessTransaction | 
  ProductClassification | IndustryClassification | Geopolitical | 
  OfficialConstraints | BusinessProcessRole | SupportingRole | 
  SystemCapabilities | <OtherBusinessContextDriver>
```
A business collaboration protocol choreographs business transaction activities. The business environment for each business transaction is identical to the one of the business collaboration protocol. The tagged values of one and the same business transaction activity - which are the concurrency flag and the time to perform - might vary for mutually exclusive subsets of the overall business environment. In the example below search product can happen concurrently and must be completed in 24 hours by default. The default applies to the tourism case, whereas searching for books cannot be concurrent and must be completed in 12 hours.

The variations in the tagged values are constraints on the business transaction activity. Thus, we define invariants of business transaction activities. If no variations for the tagged values exist, we simply define the values for isConcurrent and timeToPerform. Otherwise, we use an if-statement to check the tagged value of the business environment and set the other tagged values if appropriate. The else-clause contains the default values. Unfortunately, OCL does not include an elsif-clause in the if-statement. In reality there exist many different business environments resulting in different combinations of default values. To avoid nested if statements and for reasons of readability we have extended the OCL statement to include an elsif-clause.

Each business transaction activity requires some preconditions to be met before execution and results in some post-conditions. OCL supports the definition of pre- and post-conditions. According to the UMM User Guide pre- and post-conditions reflect well-defined states in the life-cycle of business entities. For checking the state of an object OCL provides the method oclInState which returns a boolean. In our example, order product requires that the business entity product is either in state offered or reserved as well as business entity customer information is in state registered. After
executing order product a product will be either in state ordered or order failed. However, the pre- and post-conditions might vary again with respect to the business environment. This fact is accomplished by using an if-clause similar to the one above for tagged value variations. In our example, we suppose that a tourism product might not be ordered without prior reservation. Consequently, the business entity product must be in state reserved for order product. This fact is shown in the if-statement of the example below.

```ocl
context <BusinessTransactionActivity>
[ [pre: <MultipleBusinessEntityStateConditions>] ?
[post: <MultipleBusinessEntityStateConditions>] ? ]
[if <BusinessContextStatement>
then
[pre: <MultipleBusinessEntityStateConditions>] ?
[post: <MultipleBusinessEntityStateConditions>] ?
### rest of if-clause is truncated ###
endif
```

### BusinessTransactionActivityPreAndPostConditions::= ###

### MultipleBusinessEntityStateConditions::= ###

### BusinessEntityStateCondition::= ###

### BusinessTransactionActivity::= <literal> ###

### BusinessEntity::= <literal> ###

### BusinessEntityState::= <literal> ###

Example:
context OrderProduct
if ProductClassification = "TourismProduct" AND IndustryClassification = "Tourism"
then
pre: Product.oclInState(Reserved)
AND CustomerInformation.oclInState(Registered)
post: Product.oclInState(Ordered) XOR Product.oclInState(OrderFailed)
elseif ProductClassification = "Book" AND IndustryClassification = "PrintMedia"
then
pre: (Product.oclInState(Offered) OR Product.oclInState(Reserved))
AND CustomerInformation.oclInState(Registered)
post: Product.oclInState(Ordered) XOR Product.oclInState(OrderFailed)
endif

The last template for the business collaboration protocol specifies constraints on the transitions between business transaction activities. The transition from one business transaction activity to another requires not only the completion of the first activity, but also the occurrence of an event on the initiator’s side of the next activity. For example, the transition from search product to order product requires the completion of search product that, hopefully, results in the state offered. However, this does not mean that the buyer must order the product. First, the buyer has to decide that he/she wants the offered product. This decision is modeled as an event that results in the sub-state wanted of the parent state offered. Furthermore, an optional guard applies to transitions. Valid guards are the context of the business environment and business entity states. In our example the transition from search product to order product is limited to the book case, because in tourism a reservation is required prior to ordering. Furthermore, the state of customer information guards the transition.

```ocl
context <BusinessTransactionActivity> from <BusinessTransactionActivity> to <BusinessTransactionActivity>
Event: <MultipleBusinessEntityStateConditions>
Guard: <GuardStatement>
```
GuardStatement ::=  
  [ <Guard> [<BooleanOperator> <GuardStatement>]? | [(<Guard> <BooleanOperator> <GuardStatement>)] ]  
Guard ::= <BusinessContextStatement> | <MultipleBusinessEntityStateConditions>  

Example:  
context from SearchProduct to OrderProduct  
  Event: Product.oclInState(Offered::Wanted)  
  Guard: ProductClassification = "Book" AND IndustryClassification = "PrintMedia"  
  AND CustomerInformation.InOclState(Registered)  

4.2 Constraints for Business Transactions  

Each business transaction activity of the business collaboration protocol is refined by a separate activity graph called a business transaction. Fig. 3 depicts the business transaction search product. The customer performs request a search as initiating activity that produces a search request document. This document is input to the reacting activity perform search which is executed by the seller. The reacting activity outputs the search result document that is returned to the initiating activity. Since there is a response that does not immediately result in a contractual obligation and the responder has the information (about the product) already available, the transaction is of type query/response. The initiating activity is stereotyped accordingly.

First, we define the business environment for the business transaction, which covers both of our example cases. The constraint statement is similar to that for the business collaboration protocol. The business environment is defined as a string of name-value-pairs for the context categories connected by boolean operators.

BusinessTransactionContextConstraint ::=  
context: <BusinessTransaction> inv: <BusinessContextStatement>  

Example:  
context SearchProduct inv:  
  BusinessCollaboration = "OrderManagement" AND BusinessTransaction = "SearchProduct"  
  AND (ProductClassification = "Book" OR ProductClassification = "Tourism Product")  
  AND (IndustryClassification = "PrintMedia" OR IndustryClassification = "Tourism")
Both the initiating business activity and the responding business activity are characterized by a well-defined set of tagged values. Again the instances of the tagged values might vary for different subsets of the overall business environment. The code fragments below refer to constraints for tagged values on the initiating business activity. The ones for the responding business activity are quite similar. In our example we define that for the book case the maximum time to perform is 4 hours. There is no need for acknowledgments, authorization and non-repudiation. In case of control failures the initiating activities restarts the transaction 3 times before giving up.

```plaintext
InitiatingBusinessActivityTaggedValuesConstraint ::=  
  context <InitiatingBusinessActivity> inv:  
    <MultipleInitiatingBusinessActivityTaggedValueStatement> |  
    [if <BusinessContextStatement>  
      then <MultipleInitiatingBusinessActivityTaggedValueStatement>  
      ### rest of if-clause is truncated ###  
      endif]

MultipleInitiatingBusinessActivityTaggedValueStatement ::=  
  <InitiatingBusinessActivityTaggedValueStatement>  
  [AND <MultipleInitiatingBusinessActivityTaggedValueStatement>]?

InitiatingBusinessActivityTaggedValueStatement ::=  
  <InitiatingBusinessActivityTaggedValue> = <literal>

InitiatingBusinessActivityTaggedValue ::=  
  TimeToAcknowledgeReceipt | TimeToAcknowledgeAcceptance | TimeToPerform | AuthorizationRequired | NonRepudiationOfOriginAndContent | NonRepudiationOfReceipt | Recurrence

Example:
context RequestASearch inv:
  if ProductClassification = "Book" AND IndustryClassification = "PrintMedia"  
  then TimeToPerform = "Null" AND TimeToAcknowledgeAcceptance = "Null" AND  
     TimeToAcknowledgeReceipt = "4 hrs" AND AuthorizationRequired = "false" AND  
     NonRepudiationOfOriginAndContent = "false" AND  
     NonRepudiationOfReceipt = "false" AND Recurrence = "3"  
  else ... endif

Finally, there might exist variations in the business transaction type according to the business environment. As mentioned above search product is by default a query/response transaction, since there are no contractual obligations involved and the responder has the information already available. Imagine that in tourism the information is not already available, but must be calculated by the responder. Accordingly, the transaction type changes to request/response. This is shown in the example below. A more radical variation can happen in case of tacit approval when a commercial transaction (two-way) changes to a notification (one-way).

```
5 Summary

B2B e-Commerce standardization is more and more directed towards business processes. Most approaches are in the area of Web Services. Their goal is to describe a choreography for an executable business process that is assembled from a set of Web Services. For this purpose the process must be defined in a specific business environment. In contrary, UMM is a methodology that starts from gathering user requirements and develops business process and information models that are independent of the underlying B2B technology (Web Services, ebXML, EDI, etc.). UMM’s goal are unambiguous business process models for global e-business. For the sake of reusability, a business process model must be generic enough to adopt to different business environments. Nevertheless, it must be specific enough to unambiguously describe a business process execution in a given business environment.

In order to fulfill this pretension UMM must deliver generic models that exactly define the constraints for adopting to a certain business environment. This requires a constraint language that is adjusted to the UMM meta-model. Since UMM is UML-based it seems to be straightforward to use OCL for this purpose. In the same way as UMM restricts the UML meta-model, we must restrict the flexibility of OCL. Thus, this paper defines OCL templates specially designed for UMM artefacts. The constraints for business collaboration protocols are: (1) definitions of applicable business environments, (2) invariants for tagged values of business transaction activities, (3) pre- and post-conditions of business transaction activities, and (4) invariants for transitions. The templates for business transactions are: (1) definitions of applicable business environments, (2) invariants of tagged values for initiating and reacting business activities (3) invariants for business transaction types.

We also started to develop OCL templates for adopting the business information exchanged in a business transaction to different business environments. We plan to summarize this complex topic in the near future. In our paper [6] we map UMM models (developed for a specific business environment) to ebXML BPSS. It is our goal to demonstrate mapping for other choreography languages as well. Moreover, we want to show how a generic UMM model including constraint statements for multiple business environments will map to different choreographies in the same choreography language.
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Abstract. Managing business workflow can benefit from the adoption of new solutions proposed by different initiatives of ICT. MODA-ML project defined an interoperability framework, based on ebXML standard, to enhance collaboration and interaction inside the Textile/Clothing supply chain. In this paper we briefly give an overview of the architecture of MODA-ML and we present our approach to generate automatically BPSS documents to provide a common formal description of the business process supported. Because of the requirements of the T/C sector, we have also studied some improvements to obtain more flexibility in defining partner profiles with CPP documents.

1 Introduction

Electronic business surely represents the new development perspective for the worldwide trade. Together with the idea of the ebusiness, and the exigency to exchange business messages between trading partners, the concept of business-to-business (B2B) integration arise. B2B integration is becoming necessary to allow partners to communicate and exchange business documents, as catalogues, purchase orders, reports and invoices, overcoming architectural, applicative, and semantic differences, according to the business processes implemented by each enterprise.

Business relationships can be very heterogeneous, and consequently there are various ways to integrate enterprises with each other. Moreover nowadays not only large enterprises, but also the small- and medium- enterprises are moving towards ebusiness: more than two-thirds of SME use the Internet as a business tool [7]. One of the business areas which is actively facing the interoperability problem is that related with the supply chain management.

In general two distinct supply chains that look alike do not exist: depending on the enterprise, the same concept of a supply chain can be very different; in some cases what is called supply chain is not a really supply chain at all. In [4] 16 types of supply chain are listed, each of them characterised mainly for the intended output companies are seeking to obtain.

SCM solutions concern not only new technologies to manage the processes, but also the designing of new processes well-suited for the new kind of market that is now arising [2]; in this article is highlighted as many companies, despite the high cost of SCM products they bought, they can’t use them successful because of two main prob-
lems: the understanding how their existing supply chain processes work really and the conflicts between different silos in the same enterprise. These problems require developing a real SCM process to cut across the divisional boundaries and in which to use the new technology. The central point is to understand the change management issue that will need to be addressed. In the new era of the Web and considering the new communication means, many companies must consider to deconstruct their conventional supply chains and to build an interactive ebusiness network to gain flexibility [14].

Surely e-business has conditioned supply chain management: [10] focuses on the role of e-business in supply chain integration. Improving interoperability can lead to a more successful management of the supply chain: [1] lists seven principles that would drive the efforts improving SCM. These principles aim to enhance revenue, cost control, asset utilisation and customer satisfaction exploiting ICT to obtain more flexibility and to balance customers’ demands with the company’s needs for a growth.

But what can we expect from a solution and architecture for supply chain management and integration? Which are the goals of a truly integrated supply chain? In some cases it is no clear which are the advantages in implementing and using software for SCM. At the beginning the companies viewed SCM software as part of their business architecture that would bring to “cost saving” advantages. Actually proper platform for SCM can not only streamline production processes, but also create value for the enterprises. [9] discusses the meaning of “value” of supply chain software: this paper highlights that software creates value when it brings to ROI (Return Of Investment), and examines how application can create value for supply chain. ROI occurs when the investment returns exceed the cost of the capital, but the value of supply chain software could vary depending on the perspective. [11] asserts that an integrated supply chain does more than reduce cost, but also creates value for the enterprises, the partners and the shareholders. In [15] the real leverage of a lean supply chain is in creating capacity of growth. This paper argues that the companies must realise that instead of expense reduction or profit enhancement, the main benefits of architectures and software for SCM consist in a new capacity to match with customer demands.

The content of this paper is based on the experience of development of a sectoral framework for the Textile Clothing sector, MODA-ML (Middleware tools and Documents to enhance the Textile/Clothing supply chain through XML) [5], and its first steps in analysing and formalize the business processes in the T/C supply chain.

2 The Workflow Management Scenario

Each activity within an enterprise, whether it is a production or a management one, is inserted in an enterprise business process that in general involves different actors and sectors of the same enterprise or requires the co-operation among different companies. A business process can then be defined as a collection of activities (performed by human personnel or by automatic mechanisms like software systems) to achieve a particular business object. Some examples can be the hiring of new employees or the definition of a purchase order. These business processes must be represented is some manner. A workflow, or workflow process, is a formal executable description of a business process.

Workflow management is done using Workflow Management System (WfMS): a WfMS is a framework and a set of tools to facilitate the definition and the mainte-
nance of the integration logic and to control how to dispatch information among (human) participants of an administrative process. It also defines the business logic necessary to integrate heterogeneous and distributed systems.

During the last 10 years many initiatives have faced the management workflow problem. The Workflow Management Coalition (WfMC), founded in August 1993, is an international non-profit organisation composed of over 285 members and embraces software vendors, research groups, university, and customers. The basic result consists in the definition of the Workflow Reference Model [8], a description of a workflow system architecture that attempts to construct an abstract view of the core characteristics of business processes, separated from the technologies.

BPMI is another initiative that promotes and develops the use of Business Process Management. It aims, like WfMC, to establish standards for process design, development, management, maintenance. BPMI initiative stems from a non-profit corporation within the state of California.

WfMC and BPMI are only two of the major protagonists in the scenario of the Enterprise Modelling, that is in truth composed of many other languages and frameworks.

In order to contribute (partially) to solve the problem of multiple enterprise modeling languages, the European Commission funded the Semantic Network Project called UEML (Unified Enterprises Modelling Language) [16]. The main object of UEML is to provide industry with a unified and expandable modelling language, which should serve as an interlingua between EM tools and applications.

There are several commercial products available for those enterprises that aim to manage their business processes using a WfMS. Among them are WebSphere MQ Workflow, from IBM, BEA Weblogic Integration and Microsoft Biztalk Orchestration. We will talk about ebXML approach to model workflows in section 4.

Besides WfMS, a new approach is now being diffused in the ICT research field: Web services represent a future perspective for the development of interoperability web-based solutions that can leverage on new emerging technologies.

Nevertheless the real challenges that Web Services framework are facing, is to provide a way not only to advertise a single web service allowing its usage for a specific task, but to provide a way to compose and connect different services together, providing more and more powerful and flexible services [13].

Considering Web services as a framework to define, advertise and connect business processes, making them accessible within the same enterprise or across different ones, and the new efforts to develop service composition languages, it becomes necessary to focus the relationship between Web services and business process management [12].

3 MODA-ML, a Framework to Integrate Business Processes in the Textile/Clothing Sector

The MODA-ML project (Middleware tOols and Documents to enhAnce the Tex-
tile/Clothing supply chain through xML) was born to build an architecture to provide an interoperability framework among the enterprises in the Textile/Clothing sector and aims at contributing to establish an European standard for the sector. This project
collected various research organisations (ENEA, Politecnico di Milano, Domina, Gruppo SOI, Institut Francais Textil Haberlement - IFTH) together with a representative set of leading Italian Textile/Clothing manufacturers. It has been supported by the Fifth Framework programme of the European Commission within the IST (Information Society Technology) initiative (more information can be found in http://www.moda-ml.org) and took part in the cluster of project about Agents and Middleware Technologies (EUTIST-AMI) (IST-2000-28221).

The project has adopted the guidelines published by the ebXML initiative: ebXML (Electronic Business using XML) is a set of specifications from UN/CEFACT and OASIS that defines a collaboration framework over the Internet to enhance interoperability between enterprises. We have chosen ebXML because it resulted to be the more general methodology that completely faces the issues raised in the B2B field; it was one of the first initiatives providing complete specifications, especially to manage transport, security and reliability aspects; it combines the Edifact experience with the novel solutions introduced along with the XML technologies and appears to be technological implementation independent. Being general, public and free, the ebXML framework allows anyone who wants to develop a sectoral B2B integration solution for a well-defined business scenario. Finally, considering our needs, the framework proposes a peer-to-peer exchange model that is well-suited for the real enterprise collaboration in the Textile/Clothing scenario.

The main aim of ebXML is to support two different aspects of the interoperability processes:

- The semantic definition of the documents: ebXML proposes a set of “core components” used to define the semantic value of a document. Differently from the traditional EDI approach, ebXML emphasises the importance of these components on the entire document structure, and this aspect gives ebXML more flexibility with respect to EDI.
- Several technical specifications on the communication protocols: MODA-ML follows completely ebXML transport specifications.

The basic structure of the architecture is a vocabulary (the Moda-ML vocabulary) of well defined terms. The definition of the terms comes out from the integration of the Edite experience (European standardisation initiative for the Textile/Clothing sector which has not spread enough because of its rigidity and complexity) with the assessments and needs realised along with pilot users, industry trade associations, and focus groups. Our results have then been weighed up by the CEN, leading to the specification document “CEN workshop agreement” of the standardisation initiative TEXSPIN. In the same way the business processes of the Moda-ML framework have been defined.

The terms represent the basic business components and are defined as XML elements. Some components of these documents are specialized for particular needs, but many components are shared by all the documents: each component of the dictionary represents in fact a well-defined concept that can be specified in the messages. This organization of the dictionary makes it possible to perform the necessary distinction between the syntactical model, the semantic model and the transport model of the messages being exchanged. Public business document types can then be built starting from this set of business elements and upon them in a modular manner, defining rules and constraints to express the interrelations existing among the concepts they represent. Also the structure of these document templates is contained in the vocabulary.
The effective implementation of the vocabulary is done using a database application that provides a sophisticated description of the defined basic components. This database collects any information on the semantic blocks needed to build the document types. Such information include the name of the XML elements, their description and the associated properties such as data format, length, range of permitted values and so on. The vocabulary further specifies a root element for each document type and all the relations existing among the elements such as sequence, cardinality and so on. A simple application will then re-create the complete set of rules (an XML Schema) for each document type by starting from the root element and following the defined relations.

MODA-ML also provides a set of XSLT style sheets to create HTML pages off the XML instances so that the document content can be visualised in a readable manner even if using a simple Web browser. The Vocabulary represents the core of the management of every aspect related to the MODA-ML document types, schemas and instances. We call this approach the XML document factory.

Together with the vocabulary, the framework provides the necessary tools to exchange MODA-ML documents. These tools are collectively called the message switching system.

The message switching system implements a transport protocol based on ebXML messaging service specifications; since the Textile/Clothing sector is composed of various kinds of enterprises, each characterised by a different level of technological sophistication in its information systems, it becomes fundamental to create simple software modules that can be made publicly available, providing an easy and low-cost integration with complex legacy information systems within skilled companies.

The main component of the MODA-ML message switching system is the Message Service Handler (MSH), that acts as an email client, sending and receiving MODA-ML documents as attachments to email messages: it takes care to validate MODA-ML documents and it uses SMTP as its transport protocol.

In order to enhance the functionalities of the MSH, we have considered:

- Security aspects for authentication and non-repudiation of MODA-ML messages.
- Integration of user guides and XML schemas as automatically generated products of the MODA-ML vocabulary.

MODA-ML staff and the pilot users can automatically generate the XML schema and the user guide on every message, even in course of definition; generating XML schemas or user guides produces documents that can be immediately downloaded. A generic user seeking information about the message usage can only download all the developed versions of the schemas and the users guides. These operations are all ASP applications executable from the web.

4 Partner Collaboration Profiles
Within the MODA-ML Framework

Besides the semantic definition of the documents and the transport specification, ebXML defines a standard mechanism to describe business processes. In this way ebXML aims to increase the interoperability among the enterprises easing the spreading and the interchange of the different business processes. This mechanism is the
Business Process Specification Schema (BPSS)[3] that, by formally defining the business processes, integrates the modelling of the e-business processes together with the software components meant to implement them. This specification is used as an input for the definition of the company profiles and the successive collaboration agreement between commercial partners in an ebXML scenario (respectively Collaboration Protocol Profile, CPP, and Collaboration Protocol Agreement, CPA).

Inside the MODA-ML initiative we have faced the definition and management of inter-enterprise collaborations. The proposed framework defines both business messages and the way to exchange them, but aims to provide also a mechanism to improve the workflow management, the integration and the interoperability among different partner of the Textile/Clothing supply chain, and the agreement about interaction mechanism. In order to achieve this aim, it is necessary a standard formal definition to describe business processes. This definition can eases inter-enterprises collaboration and commercial transactions, overall spreading information about business processes.

MODA-ML business processes are specified using BPSS documents. Every BPSS is generated directly from the MODA-ML dictionary. Using a web interface and an HTML form it is possible to select a process and build, from the implicit definition contained in the vocabulary, the corresponding BPSS.

During the development of the tool to create BPSS document we have found two different DTD to validate our BPSS: one found on www.ebxml.org, and the second on www.oasis-open.org. Also the examples we have found on the web sites to understand the correct use of the BPSS were not coherent: these examples propose different ways to structure the XML elements and adopt differently a XML schema or a DTD to validate the BPSS. Finally we decided to adopt the DTD for the version 1.01 of BPSS provided by the official web site of ebXML.

MODA-ML process definition is not completely compliant with ebXML specification: MODA-ML processes are composed of one or more activities each of which can consist in the exchange of one or more MODA-ML messages. Differently from ebXML, MODA-ML message exchange is not subdivided into a “request-response” atomic activities to better fit with really situations.

 ebXML uses the BPSS as the starting point to generate a CPP document. As defined in [6] a CPP (Collaboration Protocol Profile) “defines the capabilities of a Party to engage in electronic Business with other Parties. These capabilities include both technology capabilities, such as supported communication and messaging protocols, and Business capabilities in terms of what Business Collaborations it supports”. A CPP document describes an enterprise and the role it can carry out inside a business process, but does not allow to define more specifically the information that can be managed by the enterprise itself. The ebXML definition of CPP results to be not flexible enough to tackle the requirements of the T/C supply chain.

Together with the generation of BPSS documents, the MODA-ML project takes care to produce CPP documents to describe the collaboration profile of the MODA-ML users. MODA-ML refers to 2.0 version of the CCP, available on the official site of ebXML (www.ebxml.org).

On the other hand MODA-ML approach to define enterprise profile aims to be more flexible than ebXML one. As we have highlighted in section three, the Textile/Clothing sector is composed of a large set of very different and heterogeneous companies that establish very dynamic collaborations with their sectoral partners. These collaborations can change depending on the final product that has to be real-
ised. Moreover the enterprises in general are not well disposed towards sudden and drastic changes of their “well-proved” management systems. They surely prefer a gradual approach in adopting new mechanisms to manage business processes, to exchange documents and contact their partners. It is not feasible to impose completely new transport mechanism or to propose absolutely unusual and unfamiliar documents. These practical issues conditioned the way to compose CPP documents: in defining their profile, MODA-ML users require:

1. To choose a specific sub set of documents to manage for a particular business process. The real scenario of the T/C supply chain is composed of a large variety of partners that want to interact according to MODA-ML process, but can implement only a sub set of the exchange activity inside the process. In general, there are many enterprises that, depending on their internal organisation, do not know how to manage a certain kind of information, and how to insert the related electronic business documents inside their internal workflow.

2. To specify which part of the business document they can manage. MODA-ML messages contain different kinds of information. Depending on the enterprise, this information can result as absolutely indispensable, optional or instead not required. MODA-ML document schemas provide a flexible structure of business documents to reflect enterprise requirements, providing a mechanism to produce business messages customized for each situation.

In order to provide a mechanism to solve the first issue, we have considered three possible approach: modify the CPP DTD for an enhanced version of CPP documents, use of the “SimplePart” element to specify the message type to be sent for a particular activity as a “completely arbitrary type”, or use the “CanSend”, and “CanReceive” elements to specify the transport method to deliver business documents. Finally we have chosen to use the CanSend and CanReceive elements to point out different way from MSH to exchange MODA-ML messages. In this way a partner of the supply chain, that does not want to use the MODA-ML framework (i.e. MSH) to exchange a particular business message, can point out, using these two elements, an alternative mechanism to deliver the message (i.e. phone or fax or whatever). Using ebXML terminology, in our CPP a MODA-ML user can specify inside a Binary Collaboration the supported sub set of Binary Transaction Activity, avoiding the constrain to manage the whole Binary Collaboration (that represents the business process) defined.

To solve the second issue, we decided to modify the DTD of the CPP introducing a new element to allow the users to specify how she/he considers determined parts of the message. In this way a MODA-ML user editing its own CPP can define which information she/he judges to be binding, optional or rejected inside the business message that have to be exchanged. A brief example of the use of this new element is depicted in fig. 1.

```xml
<tp:DocumentOptionalElements
tp:partyId="IT0987654321"
tp:bpssuuid="v2003-1_FabricProduction">
  <tp:Doc
tp:name="Textile Darn Order" tp:position="0">
    <tp:Entity
tp:name="msgfunction" tp:count="0" tp:state="Required">
      <tp:xpath="Textiles Darn Order/@msgfunction"/>
    </tp:Entity>
    <tp:Entity
tp:name="MOtotals" tp:count="1" tp:state="Rejected">
      <tp:xpath="Textiles Darn Order/MOtotals"/>
    </tp:Entity>
  </tp:Doc>
</tp:DocumentOptionalElements>
```

Fig. 1. A brief example of the new element.
This information will become fundamental for a successive definition of the Collaboration Protocol Agreement (CPA) document: the table 1 can be used as a reference to match those message parts that are customisable to define a final message.

Table 1. Possible matches between different requirements on same part of the message.

<table>
<thead>
<tr>
<th>Definition of user 1</th>
<th>Definition of user 2</th>
<th>Final definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binding</td>
<td>Binding</td>
<td>Binding</td>
</tr>
<tr>
<td>Binding</td>
<td>Optional</td>
<td>Binding</td>
</tr>
<tr>
<td>Binding</td>
<td>Rejected</td>
<td>To contract</td>
</tr>
<tr>
<td>Optional</td>
<td>Optional</td>
<td>Binding/Rejected</td>
</tr>
<tr>
<td>Optional</td>
<td>Rejected</td>
<td>Rejected</td>
</tr>
<tr>
<td>Rejected</td>
<td>Rejected</td>
<td>Rejected</td>
</tr>
</tbody>
</table>

Following the guidelines of the project, that developed all of its services like web applications, the tool to generate the BPSS has been implemented as a set of VBScript dynamic web pages. Once that every element concerning the new business processes and the relative business documents has been specified and its description has been included in the vocabulary, it is possible to automatically generate the related BPSS starting from such description. Using an appropriate web interface the MODA-ML staff can select a particular process and then, by a simple click, generate the XML files. The BPSS documents are then stored in a directory publicly available via web for MODA-ML partners (Fig. 2).

The two main aims of this tool are:

- to have a standard-formal definition of the processes supported by the MODA-ML framework.
- to maintain the vocabulary as the only central component of the framework to update during its growth.

Besides the BPSS generator tool, we have implemented an on line editor for CPP documents. In fact, starting from the BPSS it will be possible for each actor to edit his own Collaboration Protocol Profile (CPP), that will be used as reference for the role of the actor in the relevant process. The possibility for every enterprise to tailor the message set defined in the BPSS and to customize interaction parameters on its own capabilities is related with the basic requirement of the MODA-ML project that aims to face the heterogeneity of the Textile/Clothing sector.

From the user’s point of view, BPSS and CPP implementation can enhance the understanding of the services provided by each enterprises, and the analysis of possible interaction mechanisms.

Naturally the work in implementing BPSS and CPP documents targets to a future definition of CPA documents. As explained in ebXML specification, CPA documents represents the agreement achieved by two different partners in the supply chain to do electronic business. This agreement stem out from the possible matching between the enterprise profiles expressed in CPP. The future step will be the analysis of (semi-automatic) tools to build CPA documents.

5 Results of the MODA-ML Project

The MODA-ML project involved some industrial pilot users (five leading firms), that experienced the result of the project. In the first phase the pilot users began to check
the documents’ capabilities to fit their information flows that were already managed via phone or fax. Then they began to insert the MODA-ML documents in their real workflow with customers and suppliers.

![MODA-ML architecture for BPSS and CPP management.](image)

**Fig. 2.** MODA-ML architecture for BPSS and CPP management.

The introduction of MODA-ML suggested evolutions of the internal information systems and new services to be offered to the customers. Moreover the adoption of the (pure) data exchange framework has resulted very inexpensive (in terms of both licence and human resources) for the industry.

The project has demonstrated a good capacity to attract new potential users: 3 consortia (110 firms) in the industrial textile districts of Biella and Prato and also four technology providers are going to MODA-ML. Nevertheless, we still haven’t got a critical mass for a fast spreading of the MODA-ML results. Presently they support further developments to extend the supply chain coverage and to improve the usability and flexibility of the framework.

But the most important result obtained by the MODA-ML is that its results have been absorbed in the final document of the CEN/ISSS TEXSPIN Workshop. Promoted by Euratex (European association of national industry trading association of the T/C) and supported by CEN/ISSS (European Committee for Normalisation/Information Society Standardisation System) TEXSPIN aimed “to provide a framework for the (B2B) integration of the European Textile/Clothing/Distribution chain”. This initiative ended in July 2003, and the final CWA was published in autumn 2003.
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Abstract. In The restriction of using English in B2B conversations has always been a big barrier for eCommerce globalization. In this paper, the design of an environment to support B2B electronic data interchange in any language set by the users is presented. After some basic checks, XML messages can be translated into the user defined language. This translation is conducted by the use of a local dictionary. In addition, to verify the messages, there is a compiler in our proposed framework that checks the data types, syntax and semantics of any exchanging message.
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1 Introduction

English is not the native language of 64.4% of internet users and this number will grow up to 70.8% by the end of 2004 [1]. Hence, English language has become a major barrier against the development of eCommerce amongst the non English speaking nations. It is difficult for non English speaking parties around the world to communicate in English.

To resolve the difficulty, some big companies such as Rosetta net [2] and ebXML [3] that use XML for passing messages in eCommerce, have provided global repositories of standard XML tags to determine the semantics of messages [4] [5] [6]. Using these repositories, companies can be sure that their messages are correct and understandable. A major difficulty with using these tags is the large number of references to the repositories. In addition, the problem of preparing messages in English still remains.

DTD1 files have been used to control the structure of XML messages. The problem is the weakness of DTD files for defining the number of elements and the type of data items appearing in XML messages [7]. To resolve the difficulty, some suggestions have been made by Growley and Webber [8]. In this article, a new scheme based on the XML Schema, is proposed. The remaining parts of this article are organized as follows: in Section 2 a brief history of the B2B technology and its problems is presented. Section 3, provides an overview of our new scheme for preparing XML messages in any desired language. In Section 4, our proposed scheme is elaborated in more details. The conclusion and future extension of this article is presented in Section 5.

1 Document Type Definition
2 Background and Related Works

Generally, B2B is based upon electronic data interchange. In the first years of the B2B evolution, EDI was used. EDI is described as the interchange of structured data according to agreed message standards between computer systems, by electronic means [9]. Since the pioneers of EDI tried to cover all parts of the electronic commerce, EDI standards are numerous and difficult to use. To resolve this difficulty, the idea of SIMPL-EDI was proposed. The purpose of SIMPL-EDI was to reduce extra messages and make EDI more efficient [10]. However, despite the relative efficiency, SIMPL-EDI messages can not be easily understood. There is a need for EDI experts to interpret EDI messages. Therefore, SIMPL-EDI has not been useful for most of the small and medium size companies. To resolve the difficulty, the idea of using XML messages was emerged.

XML messages have been effectively used in B2B interactions. The XML’s ability to separate structure from meaning is expected to contribute to the emergence of open markets with non-proprietary XML interfaces being the foundation of B2B communication [11]. The full potential of using XML as a data format lies in its ability to empower millions of Web users to participate in and create new dynamic networks. With XML being the basis of information networks, the definition of flexible, open interfaces outside of applications becomes possible, opening networks to a large number of users and enhancing the life span of data. This is why many initiatives striving to make electronic commerce “Easy, trusted, and ubiquitous” are XML-based [11]. Another reason is System and vendor independence and Low entry costs [12]. On the other hand the easiness of using XML and readability of XML messages for non-expert users makes it easy for small and medium sized companies to use.

Despite all these advantages, there is a big problem with XML based solutions. The problem is the interpretation of the tags used in XML messages. To resolve the problem, some big companies such as Rosetta net [2] and ebXML [3] have provided comprehensive dictionaries of XML tag definitions. These dictionaries can be accessed via global repositories [14].

There has been a big debate among industry and Government experts for meaningful nomination of XML tags used in EDI. One issue is whether to have both human and machine-readable tags. Additional issues are how to build a data dictionary from the time-tested X12 and EDIFACT data dictionaries and whether the data dictionary should be language-neutral. If this neutral data dictionary could be built for use on the Internet, XML could be used as the neutral conveyance format for exchanging business data for Internet Electronic Commerce applications. XML will not relieve the requirement for mapping to this neutral data dictionary, but it will alleviate some of the pain of using complex framework to map to other applications. In addition, this would enable small-to-medium-sized businesses to take advantage of EDI, but at a much lower cost and commitment of resources. Figure 1 illustrates the basic concept of a semantic repository [13].

As illustrated in Figure 1, in the first step a user or agent in Organization 1 queries a Global Repository for common business objects to be passed to a trading partner (Organization 2). In Step 2, references to the queried objects are passed as a transac-

---

2 Electronic Data Interchange
tion to the trading partner. In Step 3, the references are used to map the data into the organization’s application system [13].

![Fig. 1. Extensible Markup Language Repository Conceptual Architecture.](image)

One of the main problems of today’s technologies based on XML is the use of DTD files to explain the structure of XML messages. Despite the advantages of DTD files to explain the type and structure of XML elements, they have some weaknesses. These weaknesses are:

- Limitation of data types.
- The number of elements is not clear.
- Name Spaces are not supported.

Another problem of XML based technologies is the lack of appropriate security system for exchanging business messages [15].

One of the big problems of traditional EDI is to handle B2B scenarios. The underlying principle must be that the trading relationship must be understood and defined before EDI starts, rather than expecting EDI to sort it out [10]. In other words, the two companies that want to have a transaction have to determine the scenario previously [16]. They can not create new scenarios when they need. In the next sections we will propose our approach to solve the problems mentioned in this section.

3 Suggested Framework

In this section by referring to the above mentioned problems, we will clarify our suggestions. Our suggested framework is based upon a compiler for syntax and semantics checking. The characteristics of the framework are as follows:

- Syntax and semantics checking of XML messages.
- Possibility of defining XML tags name by the user.
- Checking the order of XML messages considering the B2B scenario.
- Possibility of defining XML elements and new messages and scenarios.
- Possibility of message encryption by a symmetric key.

In the next sections these characteristics are explained. In each case the problems and suggested solutions are proposed.
3.1 Syntax and Semantics Checking

Fortunately, syntax checking is so easy with regards to XML structure. The compiler embedded within our suggested framework, checks all messages according to the XML standard format. As mentioned before one of the main problems of XML messages is the lack of a specified standard to manage the underlying semantics for XML tags. Some issues use SIMPL-EDI format for message definition [4] [5] [6]. In SIMPL-EDI each message consists of several segments and each segment consists of several segments and elements [10]. In the suggested framework, messages are in SIMPL-EDI format. In fact, XML complex elements are used instead of EDI segments and XML simple elements instead of EDI elements. To have different names in different languages for each tag, a unique identifier has been assigned. Hence, users may assign any name in any language to the existing XML elements. In order to perform semantics checking, unique identifiers are used instead of element's name. In the suggested framework, each B2B scenario, message and element has its own unique ID. The compiler embedded within the framework, checks the semantics of messages with regards to these unique IDs. The following is a part of an XML message:

```xml
< Buyer id="E8787987" >
  <Code id="E8787984" > 1234 </Code >
  <Name id="E8787985" > Intel </Name >
</ Buyer >
```

It is observed that each element of the message has a unique ID. The semantics is checked by the element ID. As mentioned before, most of the XML based technologies use DTD files to explain the structure of messages. In our suggested framework, XSD3 files are used instead of DTD files to define the structure of messages. XSD files are fully described in section 4-2.

3.2 Defining XML Tags’ Name by User

As mentioned in section 2, big companies such as Rosetta Net and ebXML, have defined their own XML tag dictionary and put it in a global repository on Internet. These dictionaries usually specify XML elements and their attributes such as name, goal, position and ID. When a party wants to exchange business data with another party, it has to use the terms defined in repository. These terms often are in English.

To solve the problem, a possible solution is to let the parties to define an alias for each element in the global repository provided if the repository supports aliasing. Here, each party can define its own alias for the elements in its own conversational language. Other parties may find the meaning of the element by referring to its English explanation. Here, the major issue is to keep hundreds of aliases in different languages for each XML element in the global repository. Another problem is the large number of references to the global repository. Each party has to refer to the repository to extract the meaning of any message.

Another solution, as mentioned in section 2, is to send references to the XML elements in the global repository, instead of the tag names. The meaning of messages
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can be found by referring to the global repository. Here, the problem is the large number of references made by the parties to the repository, to find the meaning of the messages.

Our suggested solution with regards to the elements ID is to keep the elements name defined by each party, in a local repository on the computer used by the party. In this local repository or user’s dictionary the ID of each element with its related name is maintained. Each element name is defined by the user. To identify each element in the repository, the compiler uses the elements ID rather than the name. Hence, the name of the element can be anything defined by the users. Using this approach, parties can send and receive messages in their own language. If a received massage is not in the expected language, each element will be first recognized by its ID and then replaced with the name stored in the local repository. Using this approach, not only each party can define its own name for the XML elements in its own language, but also the number of references to the global repository will be highly reduced. The global repository will be referenced only if a new element ID is found. In such situations, the framework will find the semantics of new elements from the global repository through the Internet.

3.3 Scenarios

In B2B conversations, the sequence of interchanged messages is called scenario. One of the major issues concerning the use of traditional EDI is that trading relationship must be understood and defined before EDI starts and two parties can not define new scenarios [16]. In the suggested framework, XSD files are used to control the sequence of messages. These XSD files are kept in a global repository. Therefore, a party can search the global repository for any other party which supports a particular scenario. A party can define its own scenario and store it in the global repository, to be accessed and used by the other parties. For instance a company may define a new insurance service, by using XML elements stored in a global B2B repository. Below, is an example of an XSD file which holds the sequence of messages for exchanging keys in a security protocol:

```xml
<xs:element name="ScenarioForExchangingKey" id="S8787987" ...>
  <xs:complexType>
    <xs:sequence>
      <xs:element name="RequestKey" id="M8787984" .../>
      <xs:element name="SendingFirstKey" id="M8787985" .../>
      <xs:element name="SendingSecondKey" id="M8787986" .../>
      <xs:element name="EndingScenario" id="M8787987" .../>
    </xs:sequence>
  </xs:complexType>
</xs:element>
```
The compiler embedded within the suggested framework uses this scenario to check the sequence of messages. Each message is known by its ID and the compiler will check the sequence of the messages with regards to their related scenario.

### 3.4 Extensibility and Security

One of the main features of our suggested framework is its extensibility such that, new elements or new scenarios can be defined by any party, when required. This feature is necessary in today’s B2B transactions; because, the nature of today’s business is so changeable and volatile such that every day some new needs are emerged.

Another characteristic of the framework is using encryption to protect business transactions from any malicious and unauthorized access or modifications. Unfortunately XML has no means for encryption by itself [15]. To have an independent security system, within the suggested framework, the Diffie-Hellman key agreement protocol [17] is used to create a symmetric key. The key is then applied along with a hash function to encrypt XML messages. To hash data, SHA-1 [19] or MD5 [18] algorithms can be used. The details of implementation are described in the next section.

### 4 Implementation

In this section the architecture and some implementation details of the suggested framework is presented. Overall architecture of the framework is illustrated in figure 2. There framework architecture consists of two major parts, called sender and receiver. The sender gets the XML message which is created with sender defined language. This language might be French, Spanish or any language defined by the user. At first, the compiler embedded within the framework checks the syntax of message with regards to XML standard structure. The compiler uses a related XSD scenario file to check the sequence of XML messages. Here, a message is identified by its ID. The compiler also uses XSD files to check the type of data and sequence of the elements appearing in XML messages. After checking the structure, syntax and semantics a key is used to encrypt the XML message. This key can be either symmetric or asymmetric. However, a symmetric key created by Deffie-Hellman Algorithm, is preferred.

On the receiver side, arriving messages are first decrypted, using the symmetric key used for the encryption. Then the compiler performs syntax and semantics checks, using the same procedure as the sender side. The framework looks up the ID of each XML element in its local repository. If the name assigned to an element with a certain ID is different from the name defined in the local repository, it will be replaced in the message. At the end there will be a message in the receiver side language.

#### 4.1 Defining Tags in Any Language

After the framework is installed, the user should initialize it. In this stage the user can determine the name of each XML element used in B2B messages. The user can also use the default element name. After this stage we will have a local repository which consists of the element's ID with the related name defined by the user. Table 1 represents a part of this local repository.
Fig. 2. The general schema of software.

Table 1. A part of local dictionary contains user defined elements.

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>E8787987</td>
<td>فروشندگی</td>
</tr>
<tr>
<td>E8787984</td>
<td>کد</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Table 2. A part of local dictionary contains EAN number related to each ware.

<table>
<thead>
<tr>
<th>EAN</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>2572315643</td>
<td>Television</td>
</tr>
<tr>
<td>2572315676</td>
<td>Radio</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
We use Unicode (UTF 8) for representing characters and fortunately XML supports this code, so the framework can support any language. As an example English companies can use `<DATE>` element, while Spanish companies use `<FECHA>`.

Within the suggested framework, each product item is numbered according to the EAN\(^4\) standard. Using this numbering system, the framework can easily translate each ware's name, as well as XML tags into the user defined language. The mechanism is the same as translating XML tags, but a table which maintains EAN code of goods and the names defined by the user is used.

### 4.2 Syntax and Semantics Checking

The main task of the compiler in the suggested framework is checking syntax and semantics of messages. As mentioned before, the compiler uses XSD files for this task. Each XSD file is related to a message and describes that message. In each XSD file the number, sequence and type of the XML elements is defined. The point in syntax and semantics checking is using IDs for identifying elements rather than names. Below is an example of an XSD file:

```
...<xs:element name="Quantity" id="E100000016" maxOccurs="10">
  <xs:complexType>
    <xs:simpleContent>
      <xs:extension base="TAlphaNumeric">
        <xs:attribute name="SIMPL\_EDI\_SegmentName" type="xs:string" fixed="QTY" use="required" />
        <xs:attribute name="Type" type="xs:string" fixed="OrderedQuantity" use="required" />
        <xs:attribute name="Unit" type="xs:string" use="optional" />
        <xs:attribute name="eid" type="xs:string" fixed="E100000016" use="required" />
      </xs:extension>
    </xs:simpleContent>
  </xs:complexType>
</xs:element>
...```

Here, each element has a unique ID defined by an attribute, called `eid`. In addition each element has some other attributes which define the element completely. On the other hand, each element with all attributes and some detailed explanation is maintained in a table. A row of this table is shown in table 2.

**Table 3.** A part of table which describes elements.

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Attributes</th>
<th>Position</th>
<th>Occurrence</th>
<th>Type</th>
<th>Children</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>E100000016</td>
<td>Quantity</td>
<td>eid,unit,...</td>
<td>...</td>
<td>(1,10)</td>
<td>Complex</td>
<td>null</td>
<td>...</td>
</tr>
</tbody>
</table>

\(^4\) European Article Numbering
In fact, this table is the same as an XSD file and describes each element. However, this table is simpler for people to understand. In fact this table will be used only by the experts to create B2B XML messages, and help them to know the standards of each message. Experts use these standards and produce messages which have all the attributes defined in table 2. The name of elements can be different from the default name.

The compiler of the framework uses XSD files to check the structure. In fact, the compiler uses two kinds of XSD files to do this task:

− **XSD file of scenarios**: In this kind of XSD files the sequence of messages in a particular scenario is defined.
− **XSD file of messages**: In this kind of XSD files the type, number and sequence of elements in a particular message is defined.

### 5 Conclusions

The barrier of English language in B2B conversations can be taken by the suggested framework. To facilitate the translation of B2B messages in any conversational language, unique IDs should be assigned to the elements. Also to translate the name of products, EAN code can be employed to uniquely identify the products. Each party should use its own local repository, to name elements in its own language. Also, to provide extensibility, a global repository should be used to keep any new element defined by the parties. To analyze the syntax, semantics and the sequence of XML messages, XSD files are preferred to the DTD.
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Abstract. Online auctions are rapidly becoming one of the significant forms of electronic commerce to buy and sell goods and services. This form of electronic commerce has unique workflows that do not exist in other forms of e-commerce infrastructures. Bidding activity is one of the most important transactions in online auction sites and trends within bidding activity can be used to design business-oriented metrics and resource management techniques specific to online auction sites. This paper provides an analysis of bidding activity of online auction sites including i) popularity of bidders, sellers, and winners, ii) bidding activity within different auction price ranges, and iii) arrival rate of new bidders and bidding activity within groups of auctions with the same unique number of bidders.

1 Introduction

Many traditional auction businesses are moving into the online auctions space joining winners in this market space, such as eBay and Yahoo! Auctions \cite{13,14}. English auctions are one of the popular categories of auctions in which bidders compete by increasing the price of an auction until either the time is over or no one else competes with a higher bid or a combination of both. Most online auction sites allow users to place automatic bids, called proxy bids, which allow a user to specify a maximum amount and automatically place a bid if another user bids more than the current bid but below the user’s maximum bid. Alert services to indicate creation of a new auction or changes in an existing auction, and watch lists to monitor the progress of an auction are common among many online auction sites.

Building websites that can scale well is one of the challenges faced by architects of e-commerce sites. Benchmarks can be used to compare competing site architectures. One such available benchmark for e-commerce sites is the TPC-W benchmark \cite{11}, which mirrors the activities of e-tailers such as online bookstores. An e-commerce site developed for auctioning goods online, such as eBay, exhibits significantly different characteristics from e-tailers. Thus, TPC-W is not...
well-suited for auction-related e-commerce sites. A specific benchmark for auction sites, RUBiS, was developed at Rice University [2]. This benchmark is not as thorough as TPC-W and its workload generation process does not reflect the characteristics of a real auction site. The analysis presented in this paper will be used for designing a realistic benchmark for online auction sites. This benchmark and its workload generator will be used in our research on the design and analysis of algorithms and resource allocation policies to increase the revenue throughput (i.e., dollars/sec generated by a site) of auction sites.

Online auction sites have significantly different workloads compared to other forms of e-commerce sites with activity spiking during closing minutes and dropping to zero immediately after closing each auction [6]. Services such as proxy agents, alerts, and watch lists allow users to create various strategies for different auctions, resulting in interesting workloads on auction sites. A good understanding of the workload of auction sites should provide insights about their activities and help in the process of designing business-oriented metrics and designing novel resource management policies based on these metrics, as done in [10]. Our ongoing workload characterization includes detailed analyses of real data, obtained through automated agents, from online auctions to uncover patterns related to their major activities. We also analyzed how the features of the workload change within clusters determined by some specific rules. For example, it is quite likely that the bidding activity will be different for higher priced auctions than for lower priced ones. These results can be used to devise dynamic pricing and promotion models by offering discounts to auctions that are not gaining popularity as opposed to others.

Previous work in workload characterization of e-commerce sites in general was presented in [3, 8, 9] and was discussed in the more specific case of auction sites in [2, 6]. We address in this paper user behavior aspects that were not treated in our previous work on workload characterization [6] in addition to using a significantly larger dataset.

The rest of the paper is organized as follows. Section two describes some basic terms and notation used in the paper and provides the necessary background for this paper. Section three discusses the experimental setup used in data collection. The next section provides the analysis of popularity of winners, sellers and bidders in online auctions. The next section presents the analysis of bidding activity within different price clusters. Sections six and seven present the analysis of unique bidder arrival rates and bidding activity grouped by unique bidders, respectively. Section eight summarizes our findings and presents some concluding remarks.

## 2 Background

An online auction is a method of selling on the Internet in a public forum through open and competitive bidding. A bid is a prospective buyer’s indication or offer of a price he or she will pay to purchase an item at an auction. Proxy bidding is the process of submitting a confidential maximum bid to an auction service.
The auction will automatically increase the bid to maintain the high bid. Proxy bidding stops when the bid has won the auction or reached the limit of the proxy bid.

Figure 1 introduces several terms and notation used in the paper. The lifetime of an auction is the difference $t_c - t_o$ between the time, $t_c$, at which the auction is scheduled to close and its opening time, $t_o$. The first bid occurs at time $t_f$ and the last bid of the auction occurs at time $t_e$. The age, $A$, of an auction is defined as the percentage of time elapsed since the auction’s opening time relative to its lifetime. In other words, $A = (t_{current} - t_o)/(t_c - t_o)$.

The activity on each auction increases as closing time increases [6]. Also, as noted in our earlier study, there are periods of time during the day in which the activity on auction sites is more intensive compared to others. Resource management is of concern for auction sites because failing to properly allocate site resources to auctions closing soon may result in loss of revenue to the site. Users may not tolerate slower response times when the activity on individual auctions is high. These problems can be minimized by using priority-based resource allocation policies. The priorities should take into account different factors including how close is an auction to its closing time and the current price of the auction.

To minimize peak loads on the site, the load on the site can be distributed as much as possible, possibly by offering incentives to the users and by suggesting alternate closing times that balance out the load on the site. Our closing time rescheduling algorithm produced improved response times as a result of rescheduling auction closing times by distributing the predicted load on the site [7]. Improved response times and reduced number of timeouts may result in potentially increasing revenue throughput of the auction site as more users would be able to participate in bidding activity, especially in the last minutes.

3 Experimental Setup

We collected data for auctions created during the month of January 2003 from the Yahoo! auctions site using automated data collection agents. Figure 2 helps to illustrate the process used to collect data for workload characterization purposes. The data collection agent was designed based on the fact that for this particular...
3.1 Data Collection

The data collection agent gathered a total of 344,314 auction items created during the month of January 2003, belonging to over two thousand categories. A total of 1.12 million bids were placed on these auctions before their closing time, which varied from the same day of opening to 90 days from the opening date. Summary statistics of the data collected and results of clustering these auctions based on their closing price are presented below.
Table 1. Summary of Data Collected (January 2003)

<table>
<thead>
<tr>
<th>Total Auctions</th>
<th>344,314</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Bids</td>
<td>1,125,183</td>
</tr>
<tr>
<td>Manual Bids</td>
<td>485,727 (43%)</td>
</tr>
<tr>
<td>Bids by Proxy Agents</td>
<td>639,456 (57%)</td>
</tr>
<tr>
<td>Auctions with at least 1 bid</td>
<td>140,039 (41%)</td>
</tr>
<tr>
<td>Auctions with a winner</td>
<td>133,121 (39%)</td>
</tr>
</tbody>
</table>

Table 2. k-Means Clustering of Auctions on Closing Price

<table>
<thead>
<tr>
<th>Cluster Num.</th>
<th>Min.</th>
<th>Max.</th>
<th>Average</th>
<th>Count</th>
<th>%Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01</td>
<td>48.20</td>
<td>14.62</td>
<td>19673.00</td>
<td>73.74</td>
</tr>
<tr>
<td>2</td>
<td>48.50</td>
<td>144.01</td>
<td>82.17</td>
<td>3930.00</td>
<td>14.73</td>
</tr>
<tr>
<td>3</td>
<td>144.49</td>
<td>322.50</td>
<td>206.62</td>
<td>1623.00</td>
<td>6.08</td>
</tr>
<tr>
<td>4</td>
<td>325.00</td>
<td>657.58</td>
<td>443.35</td>
<td>671.00</td>
<td>2.52</td>
</tr>
<tr>
<td>5</td>
<td>660.00</td>
<td>1185.00</td>
<td>874.50</td>
<td>344.00</td>
<td>1.29</td>
</tr>
<tr>
<td>6</td>
<td>1190.00</td>
<td>1975.00</td>
<td>1498.66</td>
<td>209.00</td>
<td>0.78</td>
</tr>
<tr>
<td>7</td>
<td>1995.00</td>
<td>3200.00</td>
<td>2479.73</td>
<td>94.00</td>
<td>0.35</td>
</tr>
<tr>
<td>8</td>
<td>3450.00</td>
<td>6200.00</td>
<td>4396.73</td>
<td>80.00</td>
<td>0.30</td>
</tr>
<tr>
<td>9</td>
<td>6500.00</td>
<td>14500.00</td>
<td>8516.57</td>
<td>35.00</td>
<td>0.13</td>
</tr>
<tr>
<td>10</td>
<td>15500.00</td>
<td>32000.00</td>
<td>21866.83</td>
<td>19.00</td>
<td>0.07</td>
</tr>
</tbody>
</table>

3.2 Summary Statistics

Table 1 shows some summary statistics for the auctions monitored during the data collection period. The table indicates that proxy agents placed 57% of all bids and bidders placed the remaining 43% bids manually. Forty one percent of the auctions received at least one bid and 39% of the auctions had a winner. Some auctions had a reserve price, which allows the seller to cancel the auction if no bids above the reserve price are placed. Auctions that receive some bids but do not have a winner can be attributed to cancellations due to reserve prices.

3.3 Clustering Auctions on Closing Price

We used the k-means clustering algorithm [4] to divide auctions with at least 10 bids into 10 clusters based on the auction closing prices. The result of the clustering process is shown in Table 2 and indicates that as the size of the cluster decreases, the average closing price increases. A large percentage of auctions have relatively low closing prices and a very small, but non-negligible, number of auctions has very high closing prices. This may be an indication that the closing price distribution is heavy-tailed. These clusters of auctions were analyzed to investigate properties of the auctions within each price cluster and compare these properties to all auctions, as discussed later.
4 Popularity of Winners, Sellers, and Bidders

This section presents an analysis of the popularity (or rank) of winners, sellers, and bidders. The purpose of this analysis is to try to establish an empirical relationship between the relative frequency and rank in each case as discussed below. The basic motivation was to verify a conjecture that this relationship may follow a Zipf’s Law [12] given that Zipfian distributions have been observed in many instances related to Web [1] and E-commerce environments [9]. Zipf’s Law establishes that the relative frequency \( f \) by which an object (or a word in a text) is accessed is inversely proportional to its rank \( r \) (also known as the popularity of the object). Thus, \( f = K/r \), where \( K \) is a normalization constant so all frequencies add to one. According to Zipf’s Law, the second most popular object (i.e., rank = 2) receives half the number of accesses of the most popular object (i.e., rank = 1) and the \( n \)-th most popular receives \( 1/n \) of the number of accesses of the most popular. As a result of this, relatively few objects are responsible for the majority of the accesses. This property is very important for system design considerations. For example, caching a relatively small number of objects (i.e., the most popular ones) can result in significant performance improvement [5]. Applying logarithms to both sides of Zipf’s law equation yields \( \log f = \log K - \log r \). In other words, if Zipf’s Law is plotted in a log-log scale, the resulting curve is a straight line with a slope of -1. Zipf’s Law is a special case of power-law distributions, i.e., distributions in which the exponent of \( r \) is not necessarily 1. Thus, in what follows we are interested in investigating whether the relationship between \( f \) and \( r \) follows a Zipf or, more generally, a power-law distribution. A straight line with negative slope in the log-log plot of \( f \) vs. \( r \) is such an indication.

4.1 Winner’s Popularity

We first consider the winner’s popularity analysis. For that purpose, all the winners are sorted in decreasing order of the number of auctions they won. The relative winning frequency in this case is the percentage of auctions won by the winner. The one with the highest winning frequency is assigned a rank equal to 1, the one with the second highest winning frequency receives a rank equal to 2, and so on. Figure 3(a) shows a log-log plot of the winner frequency versus its rank. The plot shows that the data follows a power law. In practical terms, this means that relatively few bidders are responsible for winning a large percentage of the auctions.

4.2 Seller’s Popularity

Consider now the sellers popularity analysis. In this case, all the sellers are sorted in decreasing order of the number of auctions created by a seller. The frequency \( f \) in this case is the percentage of all auctions created by the seller. As before, the one with the highest frequency receives a rank equal to one. Figure 3(b) shows a log-log plot of a seller’s frequency versus its rank. As with the winner’s
popularity, the relationship follows a power-law distribution with a slope very close to -1, which indicates a Zipf’s distribution. Thus, relatively few sellers are responsible for creating the majority of the auctions.

4.3 Bidder’s Popularity

We now turn our attention to bidder popularity. All bidders were sorted in decreasing order of the number of bids placed among all the auctions. The frequency \( f \) in this case is the fraction of the total number of bids placed by the bidder. The one with the highest frequency receives a rank of one. Figure 3(c) plots a log-log graph of bidder’s frequency versus rank. A power law distribution is apparent in most of the rank range indicating that the majority of bids are placed by a relatively small number of unique bidders.

The results of this section are useful for the design of resource management techniques aimed at optimizing performance and site revenue, which is the goal of our future research.

5 Activity Within Price Clusters

As indicated in section 3.3, auctions were clustered based on their closing price. This section presents the bidding activity within different price clusters in order to examine the influence of the price on the bidding activity of an auction.

For Figure 4(a) we divide the auction age (see definition in Section 2) in 10 intervals. We selected four out of the ten clusters for better readability of the picture. The price ranges of these four clusters cover a large price range, from very cheap items to very expensive ones. The figure indicates the percentage of bids placed in each 10% interval of the auction age for the four clusters. In all price ranges, the bidding activity surges in the last 10% of the auction lifetime as noted in our earlier work [8], which did not consider the effect of price. The graphs of Figure 4(a) indicate that higher priced items attract relatively more bids initially and relatively few bids compared to other groups in the final stages of the auction. This may be explained, as users tend to take more time and place
bids cautiously and avoid rushing into the final closing minutes of an auction when purchasing expensive items.

Figure 4(b) indicates the average number of unique bidders per auction, average unique bidders using proxy agents to place automatic bids for them, and the average auction length (in days) for auctions for all 10 price clusters. Remember that as the cluster number increases, the price range also increases. We can see that the higher priced items stay longer in an auction and the average number of unique users using proxy agents drops gradually for higher priced items. This may indicate that bidders may want to exert a closer control when buying expensive items. The number of average unique bidders participating in different price clusters raises initially, stays at similar levels for intermediately priced auctions, and drops for very high priced items. This may reflect a smaller market for very expensive items.

It should be noted that although higher priced items are being auctioned for longer periods, our analysis on the effect of auction length on the closing price did not reveal any particular trend based on price range. This means that many lower priced items are also being auctioned for larger periods of time, which reduces the average closing price of items auctioned for longer periods.

Figure 4(c) indicates the percentage of auctions with a winner, the percentage of auctions with a proxy agent placing the winning bid, and the percentage of total bids placed by proxy agents for each of the 10 price clusters. Note that if an auction does not meet its reserve price, the seller can cancel the auction, leaving the auction without a winner. It is clear from the graphs that higher priced items have lower success rate, a lower number of bids by proxy agents, and a smaller chance of proxy agents winning auctions. As more expensive items require more manual control and thought before bids are placed, these numbers tend to go down in higher priced auctions.

6 Bidder Arrival Time and Bidding Activity

In this section we present the results of our analysis of unique bidder arrival time and bidding activity in auctions with the same number of unique bidders.
Note that we used only the number of unique bidders in this analysis, not the number of bids. For example, 5 unique bidders could be placing 50 total bids in a given auction.

Figure 5(a) indicates the percentage of unique bidders entering auctions during each 10% time interval of the auction age. Each unique bidder’s entry time is the time at which that user placed his first bid on the auction. Subsequent bids were not counted for this study. There are four curves in Figure 5(a), one for each number of unique bidders: 3, 5, 7, and 9. It is interesting to note that as the number of unique bidders increases per auction, the percentage of bidders participating in the early stages increases. Similarly, the percentage of unique bidders entering the auction during the final stages decreases. For example, for auctions with three unique bidders, about 15% of the unique bidders for all such auctions enter during the first 10% of the auction age and close to 30% enter during the last 10% of the auction age. Consider now auctions with 9 unique bidders. About 21% of the unique bidders for all such auctions enter during the first 10% of the auction age and 22% enter during the final 10% of the auction age.

Figure 5(b) indicates the percentage of bids placed during each 10% time interval of the auction age. Again this graph indicates that the bidding activity surges in the closing minutes of an auction irrespective of the number of unique bidders participating on the auction.

As in Figure 5(a), this graph also shows that the percentage of bids placed increases in the early stages with the number of unique bidders and the percentage of bids placed in the final stages decreases with the number of unique bidders in each auction. We show only four unique bidders in Figures 5(a) and 5(b) for clarity of the graphs.

7 Activity Grouped by Unique Bidders

This section presents an analysis of bidding activity within auctions grouped by the number of unique bidders. Figure 6(a) indicates the average number of bids
by proxy agents, the average number of manual bids, and the average number of users using proxy agents within auctions as a function of the number of unique bidders. As the number of unique bidders increases, the number of users using proxy agents also increases. It is clear that the difference between the percentages of bids by proxy agents to manual bids increases with an increasing number of unique bidders. This indicates that as more and more proxy agents compete, the number of overall bids they generate increase very fast resulting in higher closing prices.

Figure 6(b) shows the average closing price of auctions as a function of the number of unique bidders. The graph indicates that higher priced items attract more unique bidders. Note that this holds only up to a few thousand dollars in closing price. Very high priced items such as new and used cars attract few bids from a very small number of unique bidders. Since there are very few of these auctions, the average price of auctions with few unique bidders is still low, given that a large number of auctions have few bidders and a large number of auctions are in the lower price range.

Figure 6(c) indicates the average percentage of successful auctions (i.e., an auction with a winner) as a function of the number of unique bidders participating in the auction. As shown in the graph, with a larger number of unique bidders participating, the success rate increases and after more than 15 unique bidders, the success rate approaches 100%. Note that the success rate in auctions with one bidder is high since there is a large number of items (usually lower priced items) that are won with just one bid. Many of these auctions do not have reserve prices. The same explanation also applies to the large number of items with 2 unique bidders.

8 Concluding Remarks

The main results of our analysis can be summarized as follows:

- Summary statistics: Proxy agents placed 57% of all bids and bidders manually placed the remaining 43% bids. 41% percent of the auctions received at least one bid and 39% had a winner.
– Winner’s popularity: Winner’s popularity in terms of number of auctions won by a user follows a power law. In practical terms, this means that relatively few bidders are responsible for winning a large percentage of the auctions.

– Seller’s popularity: As with the winner’s popularity, the relationship follows a power-law distribution with a slope very close to -1, which indicates a Zipf’s distribution. Thus, a relatively few sellers are responsible for creating the majority of the auctions.

– Bidder’s popularity: A power law distribution is apparent in most of the rank range indicating that the majority of bids are placed by a relatively small number of unique bidders.

– Bidding activity within price clusters: Higher priced items attract relatively more bids initially and relatively few bids in the final stages of the auction compared to less expensive items. Higher priced items stay longer in an auction and the average number of unique users using proxy agents drops gradually for higher priced items. This may indicate that bidders may want to exert a closer control when buying expensive items. The number of average unique bidders participating in different price clusters raises initially, stays at similar levels for intermediated priced auctions, and drops for very high priced items. This may reflect a smaller market for very expensive items.

– Unique bidder analysis: As the number of unique bidders increases per auction, the percentage of bidders participating and bids placed in the early stages of auction increases. Similarly, the percentage of unique bidders entering the auction and bids placed during the final stages decreases. Higher priced items attract more unique bidders. The success rate of auctions increases with an increasing number of unique bidders.

– Proxy agent bidding activity: The difference between the percentages of bids by proxy agents to manual bids increases with an increasing number of unique bidders. This indicates that as more and more proxy agents compete, the number of overall bids they generate increases very fast resulting in higher closing prices. Auctions with an agent placing the final bid to win the auction tend to have a larger number of total bids and unique bidders. These auctions tend to have higher closing prices as agents compete automatically to increase the final price. Therefore, use of agents within auctions results in higher revenue throughput for the auction sites.

The results of our analysis can be used to design innovative algorithms for improving the quality of the service provided to buyers and sellers through optimized resource allocation and for improving revenue throughput [8]. These results will be used to develop workload generators as well as a research testbed for auctions sites. This testbed will be used for the validation of resource management techniques for online auction sites. Auction systems need to prioritize and provide optimal performance during the last minutes of the auction as most of the bids are placed in that period. Our conclusions on popularity of winners, sellers and bidders can play a significant role in designing caching techniques and dynamic resource management techniques for online auction sites.
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\textbf{Abstract.} Combining two or more items and selling them as one good, a practice called bundling, can be a very effective strategy for reducing the costs of producing, marketing, and selling goods. In this paper, we consider a form of multi-issue negotiation where a shop negotiates both the contents and the price of bundles of goods with his customers. We present some key insights about, as well as a technique for, locating mutually beneficial alternatives to the bundle currently under negotiation. When the current negotiation’s progress slows down, the shop may suggest the most promising of those alternatives and, depending on the customer’s response, continue negotiating about the alternative bundle, or propose another alternative. Extensive computer simulations show that our approach increases the speed with which deals are reached, as well as the number and quality of the deals reached, as compared to a benchmark, and that these results are robust to variations in the negotiation strategies employed by the customers.

1 Introduction

Combining two or more items and selling them as one good, a practice called bundling, can be a very effective strategy for reducing the costs of producing, marketing, and selling products [1]. In addition, and maybe more importantly, bundling can stimulate demand for (other) goods or services [2–4], by using aggregate knowledge of customer preferences. Traditionally, firms first acquire such aggregate knowledge, for example through market research or by mining sales data, and then use this knowledge to determine which bundle-price combinations they should offer. Especially for online shops, an appealing alternative approach would be to negotiate bundle-price combinations with customers\textsuperscript{1}: in that case, aggregate knowledge can be used to facilitate an interactive search for the desired bundle and price, interactively adapting the configuration of the bundle to the preferences of the customer. A high degree of bundle customization increases customer satisfaction, which may lead to an increase in the demand for future goods or services.

In this paper, we present a procedure for such an interactive search, using aggregate knowledge about many customers, in bilateral negotiations of bundle-price combinations with individual customers. Negotiating concerns selecting a subset from a collection of goods or services, viz. the bundle, together with a price for that bundle. In

\textsuperscript{1} See [5, 6] for other online bundling approaches.
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theory, this is just an instance of multi-issue negotiation. Like the work of [7–10], our approach tries to benefit from the so-called win-win opportunities offered by multi-issue negotiation, by finding mutually beneficial alternative bundles during negotiations. The novelty of our approach lies in the use of aggregate knowledge of customer preferences. We show that a bundle with the highest ‘gains from trade’ Pareto-dominates all other bundles within a certain collection of bundles\(^2,3\). Based on this important insight, we develop a procedure for finding alternative bundles that are likely to lead to the highest Pareto improvements. Computer simulations show how, for various types of customers – with distinct negotiation heuristics – our procedure increases the speed with which deals are reached, as well as the number and the Pareto efficiency of the deals reached.

In the context of bundling, the issue of complementarity of goods is important. In the case of complementary goods, the valuation of a bundle is higher than the sum of the valuations of the individual goods, so that bundling clearly results in higher gains from trade and is therefore mutually beneficial. Firms usually know beforehand which goods do and which do not complement one another (e.g., bicycle and bicycle tier, copier and toner, etc.), and for complementary goods they will make straightforward bundling decisions accordingly. For an important subclass of non-complementary goods – so-called additively separable goods – the bundle valuation is obtained by just adding up the individual valuations. In that case, which is the focus of the current paper, the way in which bundling may be advantageous is less clear: it depends on the shop’s and the customer’s valuations. The shop may enjoy economies of scale or scope in the production or distribution of goods, while the customer’s valuations for different goods may be correlated (see [12] and the references cited therein). Examples of additively separable goods include a cable provider with TV, phone, internet, and pay TV services; the common practice of mobile phone operators in Europe to offer prepaid subscriptions for fixed amounts of SMS, long-distance minutes, international calls, and other services; and an online news provider selling news items in relatively independent categories such as sports, finance, culture, and science.

For many such real world applications, considered in this paper, the number of individual goods to be bundled is relatively small, say \(n \leq 10\), which already yields \(2^n - 1 = 1023\) distinct bundles; facilitating the search among all those bundles is highly valuable. Obtaining the desired aggregate knowledge, on the other hand, is still manageable, since with additively separable goods this only requires information about customers’ valuations for the individual goods, and not for all possible bundles.

The next section provides a high-level overview of the interaction model. In Section 3 we introduce relatively mild conditions on the seller’s and his customers’ preferences. Based on these conditions, Section 4 develops a procedure for finding the most promising alternative bundles. In order to test the performance of our system, we used it in interactions with simulated customers. Section 5 presents our computer experiments and discusses the results. Conclusions follow in Section 6.

\(^2\) The gains from trade for a bundle are equal to the customer’s ‘valuation’ of the bundle minus the shop’s valuation, which is his (minimum) price (cf. [11]).

\(^3\) An offer constitutes a Pareto improvement over another offer whenever it makes one bargainer better off without making the other worse off. Bundle \(b’\) ‘Pareto-dominates’ bundle \(b\) whenever switching from \(b\) to \(b’\) results in a Pareto improvement (cf. [11]).
2 Overview

The shop sells a total of \( n = 10 \) goods, each of which may be either absent or present in a bundle, so that there are \( 2^n - 1 \) distinct bundles containing at least 1 good. A negotiation is conducted in an alternating exchange of offers and counter offers [13], typically initiated by the customer. Our procedure finds mutually beneficial alternatives to the current bundle by searching for Pareto improvements resulting from changing the bundle content. These alternatives are recommended whenever the current negotiation stalls. Information about the current negotiation process is used to determine when an alternative bundle is needed, while aggregate knowledge is used to determine which bundle should be recommended.

Figure 1 provides a high-level overview of the interaction between the shop and a customer; the shaded elements form the actual exchange of offers. The customer starts by specifying the initial bundle to negotiate about. After that, they enter into a loop (indicated by the dotted line) which ends only when a deal is made, or with a 1% exogenous probability, that models the chance of bargaining breakdown. In the loop, the customer makes an offer for the current bundle \( b \), indicating the price she wants to pay for it. The shop responds either by accepting the offer, or by considering a recommendation. In any case, conditional upon the 99% continuation probability, the shop also makes an offer, either for the current bundle \( b \) or for a newly recommended bundle \( b' \) (which then becomes the current bundle \( b \)).

![Fig. 1. Integrating recommending in an alternating exchange of (counter) offers.](image)

3 Preference Model

The essence of our model of valuations and preferences lies in the assumption that the shop and his customers order bundles based on their ‘net monetary value;’ the bundle with the highest net monetary value is the most preferred bundle. A customer’s net monetary value of a bundle is equal to the customer’s valuation of the bundle (expressed
in money) minus the bundle price; the seller’s net monetary value is equal to the bundle price minus the seller’s bundle valuation (also expressed in money).

Given this assumption and the assumption that a customer wants to buy at most one bundle (within a given time period), it can be shown that any deal involving the bundle with the highest gains from trade is Pareto efficient – see [14] for a formal statement and proof of this proposition. So, faced with the problem of recommending one bundle out of a collection of bundles, the “best” bundle for the shop to recommend is the bundle with the highest expected gains from trade; this bundle Pareto dominates all other bundles.

4 Recommendation Mechanism

4.1 Deciding When to Recommend

The mechanism we propose monitors the negotiation process to determine when to recommend (Section 4.1) and then generates a recommendation (Section 4.2). The obvious input for the decision of when to recommend is the progress of the current negotiation process, which is a sequence of offers and counteroffers. (An offer $O$ contains a bundle definition and a price: $O = (b, p)$ with $b \in B$ and $p \in P$; $B$ and $P$ denote the collections of all possible bundles and prices, respectively.) So, for every possible sequence of offers and counter offers, we simply need a mapping $f$ onto $\{\text{yes, no}\}$, where “yes” means: recommend a new bundle.

We construct a heuristic for $f$ based on the assumption that there is always a probability of not reaching a deal with a customer (e.g., because of a break off, endless repetition, or a deadline): the longer the negotiation is expected to take, the less likely a deal is expected to become. So, as a deal becomes less likely, the incentive for the shop to recommend negotiating about an alternative bundle should increase. Given the shop’s bargaining strategy and the pace with which the customer is currently giving in, our heuristic extrapolates the time the current negotiation process will need to reach a deal. More precisely, if we let $O = (b, p)$ and $O' = (b, p')$ denote the customer’s current and previous offers for bundle $b$, then $\Delta t$, the predicted remaining number of negotiation rounds needed to reach a deal, is defined as follows:

$$\Delta t = \frac{v_s(b) - p'}{p - p'},$$

(1)

where $v_s(b)$ denotes the seller’s monetary value for bundle $b$. The higher $\Delta t$, the higher the probability that the shop makes a recommendation: $p_{rec} = 1 - \exp(-0.25 \Delta t)$. The mapping onto $\{\text{yes, no}\}$ is obtained by comparing $p_{rec}$ with a draw from a random distribution.

4.2 Deciding What to Recommend

Suppose that a customer offers to buy a bundle $b$ at a price $p$. When a recommendation is needed (see Section 4.1), then – following Section 3 – the idea is to select, from the “neighborhood” of bundle $b$, the bundle $b'$ that maximizes the expected gains from
trade, given that a customer is willing to pay at least the price $p$ for bundle $b$: $E[v_c(b') - v_s(b')] \geq p$. Since the shop knows his own monetary value for bundle $b'$, $v_s(b')$, the aim is really to maximize $E[v_c(b')|v_c(b) \geq p] - v_s(b')$. The difficulty here lies in estimating the customer’s expected valuation of the bundle:

$$E[v_c(b')|v_c(b) \geq p] = \sum_{i \in P} i \cdot pr(v_c(b') = i|v_c(b) \geq p), \quad (2)$$

where $pr(v_c(b') = i|v_c(b) \geq p)$ denotes the probability that the customer’s valuation for bundle $b$ is equal to $i$, given that she is willing to pay at least $p$ for bundle $b$. (To simplify notation we will write $E[v_c(b')|b]$ instead of $E[v_c(b')|v_c(b) \geq p]$.)

Aggregate knowledge can provide an estimation of $E[v_c(b')|b]$. Given that the shop sells $n$ individual goods, there are $2^n - 1$ possible bundles containing at least 1 good. To determine $E[v_c(b')|b]$ for all possible bundle pairs, requires – worst case – an order of $(2^n)^2$ estimations. When the customer’s valuation for a bundle is just the sum of her valuations of the individual goods comprising the bundle, however, as assumed in the current paper, this complexity is reduced significantly. Given that a customer’s valuation of bundle $b$, $v_c(b)$, is simply the sum of the valuations of the goods comprising bundle $b$,

$$E[v_c(b')|b] = \sum_{i \in b'} E[v_c(i)|b]. \quad (3)$$

This requires at worse “only” $n \cdot 2^n$ estimations of conditional expectations, which is manageable for $n = 10$, as in the current paper.

**Generating Recommendations.** A customer initiates the negotiation process by proposing an initial bundle $b \in B$ and offering an opening price $p \in P$. The shop stores bundle $b$ as the customer’s “interest bundle,” in the neighborhood of which he searches for promising alternatives. This neighborhood of bundle $b$, $Ng(b)$, contains the bundles which, in binary representation, have a Hamming distance to $b$ of $1 \, ^4$. The advantage of advising bundles within the neighborhood of $b$ is that the advice is less likely to appear haphazard.

Having defined a bundle’s neighborhood, let the ordered set $A$ denote the so-called “recommendation set,” obtained by ordering the neighborhood $Ng(b)$ on the basis of the estimated expected gains from trade of all the bundles $b'$ in bundle $b'$’s neighborhood, $\hat{E}[v_c(b')|b] - v_s(b')$, where $\hat{E}$ denotes the estimation of $E$. Let $\hat{A}$ denote the unordered set of previously proposed bundles.

To recommend a bundle $b_k$ (the $k^{th}$ recommendation, with $k \geq 1$), our mechanism removes the first bundle from $A$, adds a price to it and proposes it as part of the shop’s next offer, and then adds it to $\hat{A}$. Depending on how promising the customer’s response to the shop’s offer for $b_k$ is, the shop may consider bundle $b_k$ as the customer’s new interest bundle, in the neighborhood of which the search continues. In order to determine how promising a bundle $b_k$ is in terms of its potential for generating gains from trade, the shop needs to compare the difference in net monetary values of the new bundle

---

\footnote{Remember that each bundle can be represented as a string containing $n$ bits indicating the presence or absence of each of the shop’s $n$ goods in the bundle.}
$b_k$, with the current highest difference among all previously considered bundles. However, because the shop does not know the customer’s valuation of a bundle, he simply compares offered and asked prices for bundles.

To specify this in more detail, let $O_t^c$ denote the sequence of offers placed by the customer up until time $t$, and let $\max(O_t^c)$ specify the customer’s past offer with the highest difference between the customer’s offered and the shop’s asked price. Then the shop will determine the impact of recommending bundle $b_k$ by comparing the customer’s counter offer for bundle $b_k$, $O(t+1)$ with that of offer $\max(O_t^c)$, from the perspective of his own bid for bundle $b_k$. For this purpose, the shop uses the function $\text{sign} : \mathbb{R} \times \mathbb{R} \mapsto \{0, 1, 2\}$. If we let $\max(O_t^c) = (b', p'_c)$, the customer’s current offer $O(t+1) = (b, p_c)$, and the shop’s corresponding bids for bundles $b$ and $b'$ be $O(b', p'_s)$ and $O(b, p_s)$, then

$$\text{sign}_{b,b'}(p, p') = \begin{cases} 
2 & \text{if } \frac{p_c - p_s}{p'_c - p'_s} > (1 + \text{threshold}) \\
1 & \text{if } 1 \leq \frac{p_c - p_s}{p'_c - p'_s} \leq (1 + \text{threshold}) \\
0 & \text{otherwise}
\end{cases}.$$  

If $\text{sign}(p, p') = 2$, then the shop’s assessment of the customer’s interest bundle is updated to be $b_k$: the customer’s response is promising enough to divert the search towards the neighborhood of $b_k$, and add that neighborhood to $A$ such that the first elements of $A$ all lie in the neighborhood of $b_k$. That is, the first element of $A$ becomes the bundle $b' \in Ng(b_k)$ with the maximum difference $\hat{E} [v_c(b') | b_k] - v_s(b')$, the second element of $A$ becomes the bundle $b''$ with the second highest difference $\hat{E} [v_c(b'') | b_k] - v_s(b'')$, and so on. In addition, duplicates are removed from $A$, as are bundles already present in $\bar{A}$. In case $\text{sign}(p, p') = 1$, the customer’s response is promising enough to continue negotiating about the current bundle $b_k$, but not promising enough to change the assessment of the customer’s interest bundle, and if $\text{sign}(p, p') = 0$, the proposed bundle was not promising at all and the shop will immediately make the next recommendation.

5 Numerical Experiments

In order to test the performance of our proposed mechanism, we implemented it computationally, and tested it against many simulated customers. First we describe how we handled the estimation process and how we implemented negotiations in the simulation, and then we present our experimental design and simulation results.

5.1 Estimating Customer Valuations

In the experiments we abstract away from actually learning $E[v_c(b')|b]$, for example from sales data. Instead we derive these conditional expectations directly from the way we specified the underlying stochastic process.

As explained earlier, we assume additively separable customer preferences. To compute the customer’s valuation for a bundle $b$ we simply add up her valuations for the individual goods that constitute the bundle: $v_c(b) = \sum_{i \in b} v_c(i)$. Let $N$ denote the collection of all the individual goods from which bundles are constructed, with $|N| = n$. 
We specify the joint probability density function of the customer’s valuations for the individual goods, \( pr(z_1, \ldots, z_n) \), as an \( n \)-variate normal distribution. Let the vector \( \mu = (\mu_1, \ldots, \mu_n) \) denote the mean of the distribution and let the matrix \( \Sigma = [\sigma_{ij}] \) denote the covariance matrix. Then \( pr(z_1, \ldots, z_n) \sim N[\mu, \Sigma] \).

The joint probability mass function of all bundle valuations, \( pr(z_1, \ldots, z_{2^n}) \), is then simply a linear transformation of \( pr(z_1, \ldots, z_n) \). Since a linear transformation of a multivariate normal distribution is also a multivariate normal distribution [15], we have \( pr(z_1, \ldots, z_{2^n}) \sim N[T\mu, T\Sigma T'] \), where the matrix \( T \) specifies the linear transformation (a row in \( T \) specifies a bundle in binary representation). Given \( N[T\mu, T\Sigma T'] \) we can derive the value of \( E[v_c(b')|b] \) for any bundle pair. Notice that although this approach implies that we hand the shop the distributions underlying customers’ valuations, the shop does not know each individual customer’s valuations.

5.2 Modeling Negotiations

Besides setting customer preferences it is necessary to specify how the shop and the customer actually negotiate. To allow initiation of the negotiation process by the customer, we assume that the customer starts negotiating about an initial bundle \( b_{\text{init}} \). In order to give the shop some room for improvement, we initialize the customer’s initial bundle as the bundle containing all the goods for which her valuation is lower than her average valuation across all goods. Although this seems to make it very easy for the shop to make an improvement, bear in mind that performance refers to gains from trade, which depends on both the customer’s and the shop’s valuations. Besides, we measure performance relative to this starting point in our experiments.

Time-Dependent Strategy. For the customer (shop), the time-dependent bidding strategy is monotonically increasing (decreasing) in both the number of bidding rounds (\( t \)) and her (his) valuation. In particular, a bidding strategy is characterized by the gap the customer leaves between her initial offer and her valuation, and by the speed with which she closes this gap. The gap is specified as a fraction of the bundle valuation and it decreases over time as \( gap(t) = gap_{\text{init}} \cdot \exp(-\delta t) \). This strategy is therefore called “time-dependent-fraction” (TDF)\(^5\). The initial gap, \( gap_{\text{init}} \), and \( \delta \) are drawn randomly from a uniform distribution between \([0, 0.5]\) and \([0.1, 0.4]\), respectively. Almost the same holds for the shop’s bidding strategy, mutatis mutandis. Since \( \delta \) already fluctuates for the customer’s strategy we do, however, set \( \delta = 0.1 \) for the shop, in order to reduce the number of jointly fluctuating parameters somewhat.

Tit-for-Tat Strategy. The time-dependent strategy described above generates bids irrespective of what the opponent does. As an example of a strategy that responds to the opponent, we implemented a variant of tit-for-tat (TFT) [16]. The initial ‘move’ is already specified by \( gap_{\text{init}} \) like in the TDF-strategy. If in subsequent moves the utility level of the opponent offer improves, then a fraction \( \delta \) of that amount is conceded by the

\(^5\) We originally implemented a time-dependent strategy that decreases an absolute gap over time, but the results were qualitatively similar to the fraction strategy’s results, so we describe only the latter as it is more intuitive.
bargainer. Note that it is the increment in the utility level as perceived by the bargainer. Furthermore, this perceived utility improvement can also be negative, but to make the bidding behavior less chaotic, no negative concessions are made. That is, we used a so-called monotone version called tit-for-tat-monotone-fraction (TFTMF) which can never generate a bid with a worse utility than the previous bid.

5.3 Results

A Benchmark. In order to assess the relative performance of the system we conducted the same series of experiments (see below) with a benchmark procedure, which randomly recommends a bundle from the current bundle’s neighborhood. That is, the benchmark does not base the order in which it advises the next bundle on the estimated expected gains from trade like our system does.

In our experiments there are 10 individual goods. We generate the means of the underlying probability density function \( pr(z_1, \ldots, z_{10}) \) by randomly sampling numbers between 40 and 250 without repetition. To test the robustness of our procedure to quantitative changes in the underlying distributions we conducted a series of experiments with 100 different distributions. For each distribution we tested the influence on the system’s performance of changes in the ease with which the shop updates his estimation of the customer’s “interest” (see the discussion of the \( \text{sign} \) function in Section 4.2). The “threshold” used in the \( \text{sign} \) function captures this sensitivity; we experimented with 11 values between 0 and 0.5, with stepsize 0.05. For each of these settings we simulated negotiations between the shop, with randomly drawn valuations, which were kept constant across negotiations with 100 customers, each with her valuations drawn randomly from the particular distribution used. The values in the graphs are averages across 100 customers per distribution, and across 100 different distributions.

The shop’s bundle valuations are not additively separable, due to the following nonlinear pricing strategy. Bundles with a higher than average expected customer valuation – compared to a bundle containing the same number of individual goods – are relatively expensive. That is, for expensive bundle it is less likely that customers are actually willing to buy the offered good. Similarly, bundles with a lower than expected valuation are relatively inexpensive (compared to bundles of the same size).

Figure 2 reports the results of three series of experiments (see the caption) where we vary the bargaining strategy of the customers. For low thresholds, our system generates roughly 70% of the maximum gains from trade (‘pct.’) and roughly 60% of the gains from trade attainable given the initial bundle (‘rel. pct.’). Its performance in both cases is roughly 20% better than the benchmark. Additionally, more deals are reached (‘deals’) and it requires less time to reach these deals than the benchmark (‘rounds’). The effect of the threshold is that, as it increases, the interest bundle is updated less

---

6 Given the shop’s and the customer’s valuations, certain maximum and minimum gains from trade are attainable. The graph for ‘perc’ shows the gains from trade of the final bundle, as a percentage of the difference between the maximum and minimum gains from trade, and ‘relP’ shows the gains from trade of the final bundle, relative to the difference between the maximum gains from trade and the gains from trade of the initial bundle (the starting point of the negotiation).
Fig. 2. Results for our system (‘s’), when the shop uses the TDF strategy with $\delta = 0.1$, and the customers use either the TDF strategy with random $\delta$ (on the left), or the TFTMF strategy with random $\delta$ (in the middle) or with $\delta = 1$ (on the right), as described in section 5.2. The difference with the benchmark is indicated by the ‘$(s - b)$’-graphs.

easily, thereby preventing the search in regions in the neighborhood of promising bundles. Also, the difference with the benchmark, which searches randomly and therefore takes longer to zoom in on promising regions of the search space – often not even finding them before the negotiation ends – decreases as the threshold increases and our system’s diminishing performance becomes equal to the benchmark’s.

6 Conclusions and Future Work

We consider the problem of negotiating over both bundle contents and price, which permits a high degree of personalization of bundles to the preferences of customers. We develop a procedure for a seller to search for Pareto improvements in bundle contents, while negotiating about the price of bundles. Computer experiments show how this procedure increases both the speed with which agreements are reached, as well as the number and quality of agreements reached.

In the current paper, we have only considered additively separable consumer preferences. The most important issue currently under investigation is the extension of our procedure to cases involving non-linear preferences.

Another issue concerns the distribution of valuations we used. The distribution generates customers’ preferences, based on which customers decide to buy the shop’s (bundles of) goods. Data about such sales, in turn, enable the shop to estimate the distribution
underlying his customers’ preferences. In the current paper we provided the shop with the aggregate knowledge required for our procedure directly. Even without modeling this process explicitly, we are interested in providing the shop with only an estimate of the real distribution and in testing the robustness of our procedure to variations in the accuracy of the estimate.
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Abstract. Our model of multi-party negotiations is a many parties, many issues model. The whole multi-party negotiation consists of a set of mutually influencing bilateral negotiations that are focused on different bilateral issues. We propose to use majority rule to help parties reach group agreements. When a party is not satisfied with another party’s negotiation progress, he can send a primitive oppose to the other. Those negotiation parties who get a sufficient number of oppose primitives from others or those negotiation parties who lack support in opposing others will be warned to make satisfactory concessions in the following negotiation round. So the will of majority affects each party’s negotiation behavior and leads to the final group agreement.

1 Introduction

Suppose there are a group of participants (which are referred to as players) in the model, each pair of them has a bilateral negotiation issue. The final group agreement is based on a set of bilateral agreements. In other words, every two players conduct a bilateral negotiation to reach an agreement on their own bilateral issue, then all these bilateral agreements are merged to form a multilateral agreement. All the bilateral negotiations are conducted synchronously. A player will be involved in the final group agreement only if he has bilateral agreements with all the other players in the group. One difficulty in reaching a group agreement is that parties in each bilateral negotiation may make slower progress or even reach a stalemate due to a disagreement. To solve this problem, we propose to use majority rule by taking into account opinions from all the players. More intuitively, when two players have a disagreement, the player who gets more support from the other players should have an advantage over the player who has less support. For example, in a three players game, if both player A and player B are opposing player C in their respective bilateral negotiations with player C (assuming the negotiation between player A and B goes well), then player C should be warned to make concessions. Using majority rule also seems to bring
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players more fairness. We can imagine that in traditional bilateral negotiations, if player C is a hard-bargaining player, player A and player B may be required to make unnecessary or larger concessions in their respective bilateral negotiations to reach agreements with player C.

The rest of this paper is organized as follows. Section 2 analyzes the related work on multi-party negotiations. Section 3 presents our negotiation model. The first part describes the negotiation objective, negotiation primitives, negotiation protocols, and players negotiation behaviors. In the second part, two approaches are introduced to resolve disagreements in negotiations according to majority rule. Finally, Section 4 concludes the paper.

2 Related Work

Kraus [1] presents a strategic negotiation model which is based on Rubinstein’s model of alternating offers [2]. In the strategic model there are \( N \) agents, and they need to reach an agreement on a given issue. In each period \( t \) of the negotiation, if the negotiation has not terminated earlier, an agent whose turn it is to make an offer and each of the other agents choose to either accept of offer (choose Yes), reject it (choose No), or opt out of the negotiation (choose Opt). If an offer is accepted by all the agents, then the negotiation ends with an agreement. If at least one of the agents opts out of the negotiation, then the negotiation ends and a conflictual outcome results. If no agent has chosen Opt but at least one of the agents has rejected the offer, the negotiation proceeds to period \( t+1 \). Sycara [4] presents a model that combines case-based reasoning and optimization of multi-attribute utilities. The model uses persuasive argumentation as a means of guiding the negotiation process to a settlement. Sierra et al. [3] present a model for autonomous agents to reach agreements about the provision of service by one agent to another in multi-agent environments.

Our work presents a model of multi-party negotiations with multiple bilateral issues, in which the group agreement is based on a set of bilateral agreements. The main contribution of our work is that we introduce a new negotiation primitive, oppose, that allows the negotiation process to take into account opinions from all parties. In this approach, we use majority rule to resolve the possible disagreement in each bilateral negotiation.

3 Negotiation Model

This section describes all aspects of the proposed negotiation model.

3.1 Negotiation Objectives

The group agreement involves a number of acceding players, in which every pair has a bilateral agreement. There are two kinds of final group agreements after the whole negotiation process ends. The first kind is a global group agreement in which all players in the game accede. The second kind is a local group agreement. This agreement is a group consensus of a set of players, where this set is the
subset of all the players in the game. The objective of our model is to reach a global group agreement. In cases where a global group agreement is not reached, it is possible that multiple local group agreements may have been agreed to, and that a single player may be involved in more than one local group agreement. If no global group agreement is reached, the objective of the model becomes twofold reaching more local group agreements and involving as many players as possible in each local group agreement.

3.2 Notations

\( P_i \)   \( i \)th player (\( N \) players in total)
\( N_i^n \) number of players still negotiating with \( P_i \) in the \( n \)th round
\( O_i^n \) number of oppose primitives \( P_i \) receives in the \( n \)th round
\( UL_i^n \) upper limit for \( P_i \) in the \( n \)th round
\( LL_i^n \) lower limit for \( P_i \) in the \( n \)th round
\( T \) time limit
\( Pr(w) \) probability of a player getting a warning
\( Pr(w_1) \) probability of a player getting a warning because of the case 1 (see 3.3)
\( Pr(w_2) \) probability of a player getting a warning because of the case 2 (see 3.3)
\( \lambda \) probability of a player opposing another player in a round

3.3 Negotiation Primitives

This section describes six negotiation primitives used in the proposed model. The first four primitives are widely used in bilateral negotiations and the last two primitives are newly introduced to help us achieve group agreements using majority rule in multi-party negotiations.

- **Call-For-Proposal (CFP):** At the start of negotiations, each player sends one initial proposal to each of the other players, or \( N - 1 \) proposals in total. The CFP helps each player form conjectures about what the others would like to commit and what they would like to require in the final agreement.
- **Proposal:** After players get CFPs from the other players, they begin formal negotiations by sending proposals or counterproposals to each other.
- **Accept:** \( P_i \) accepts the proposal sent by \( P_j \) when he is satisfied, which means that \( P_i \) and \( P_j \) have finished the negotiation successfully with a bilateral agreement. However, \( P_i \) and \( P_j \) may still have ongoing negotiations with other players.
- **Reject:** When \( P_i \) rejects continuing the negotiation with \( P_j \), \( P_i \) sends reject to \( P_j \) to end their negotiation. Moreover, this rejection also announces that \( P_i \) has quit the final group agreement, and thus all bilateral negotiations that \( P_i \) is conducting are also aborted. However, \( P_j \) can still continue those negotiations that he is conducting with other players. Therefore, a player should never rashly use reject. To let \( P_i \) register dissatisfaction with proposals from \( P_j \) while still keeping himself in the negotiation process, \( P_i \) can use the primitive Oppose.
- **Oppose**: Oppose gives $P_i$ an opportunity to oppose or give notice to $P_j$ if $P_i$ thinks that $P_j$ has not made satisfactory progress in their negotiation. However, oppose will not terminate the ongoing negotiation.

- **Warn**: This primitive is used by either the system or a chairman in a multi-party negotiation. It will be sent to $P_i$ in the $n$th round only in one of the following two cases:
  1. **Warning Case 1**: In all of the last $T$ (time limit) rounds, the number of oppose primitives that $P_i$ receives has always exceeded $P_i$'s upper limit;
  2. **Warning Case 2**: If $P_i$ currently gives an oppose to $P_j$, and in the past $T$ rounds (including the current round) $P_i$ gave oppose primitives to $P_j$, the number of oppose primitives that $P_j$ receives has never exceeded $P_j$’s lower limit.

When receiving a warning, $P_i$ is also notified of the case for which he gets this warning. If $P_i$ receives a warning for the same case in two consecutive rounds, he will be driven out of the negotiation automatically (all those negotiations that $P_i$ is currently conducting will be aborted), and he cannot join any final group agreement although he might have some bilateral agreements with other players already. So after receiving a warning, $P_i$ needs to take action immediately. If he was warned because of the second case, then sending a new proposal instead of using oppose will (by definition) ensure $P_i$ that he will not get another warning for the second case in the next round. However, if $P_i$ was warned because of the first case, then even if he were to make concessions immediately, other players may still give him oppose primitives. For example, they might not be satisfied with his negotiation performance from the view of a whole process. Different players in different rounds may have different upper limits and lower limits. We will discuss how to compute them in subsection 3.7.

### 3.4 Negotiation Behaviors

In the following, we describe the main negotiation behaviors of a certain player $P_i$ in his bilateral negotiation with another player $P_j$. (We do not list all possible cases as that would be too complicated.)

The negotiation starts in State 1 (see Figure 1). After $P_i$ and $P_j$ get CFPs from each other, they start a formal negotiation (State 2) and continuously send proposals and counterproposals to each other. If either $P_i$ or $P_j$ accepts the proposal given by the other, the negotiation between them is finished successfully (State 3).

If $P_i$ sends oppose to $P_j$ in State 2, then $P_i$ moves to the state (State 4) of opposing the other. If $P_j$ makes a satisfactory concession, then the parties will go back to the ongoing negotiation state (State 2). However, if $P_j$ does not make an effective concession and $P_i$ chooses to abort the negotiation, the negotiation will fail in state 7. If $P_i$ chooses not to terminate the negotiation in this case, then if $P_i$ is the only or one of a small number of players currently opposing $P_j$, $P_i$ will get a warning (State 6) later to urge him to make a concession (i.e., to give a new proposal instead of merely opposing $P_j$). If $P_i$ fails to do so, he will
be driven out of the negotiation, so the negotiation between $P_i$ and $P_j$ also fails (State 7).

In State 2, $P_i$ may also get an oppose from $P_j$ and would then move to the state of being opposed (State 5). If $P_i$ then produces a new proposal or counterproposal, they will return to State 2. Otherwise, if $P_i$ also receives many oppose primitives in the other negotiations he is joining, then he will be warned to make concessions in these negotiations (State 6). Failing to do so will lead to State 7.

### 3.5 Negotiation Protocols

As all the bilateral negotiations are synchronized, only one player is allowed to send proposals (or other primitives) out at any time. So we need to coordinate all the players to ensure proposals are sent serially, one at a time. This can be done by using a ring structure like that of the strategic negotiation model [1]. Take each player as a node in the ring, and pick a node as the start node, which is the first node to send primitives to all the other nodes in the ring. Then, the next node (either clockwise or counter-clockwise) sends his primitives, and so on. When there is a player who aborts the negotiations or is driven out of the negotiations, or finishes negotiations successfully with all the other nodes in the ring, his corresponding node is removed and two neighbor nodes are connected.

A round for $P_i$ is the duration from the last turn of $P_i$ to the current turn of $P_i$. According to the protocol, $P_i$ has received all the primitives sent to him from the other nodes in each round. Thus, in $P_i$’s turn, he can apply his negotiation strategy (whatever it is) to produce counterproposals for all ongoing bilateral
negotiations. $P_i$ may also need to coordinate those counterproposals if there is a dependence constraint among two or more negotiations.

Moreover in $P_i$’s turn, the system or chairman will compute the current upper limit and lower limit for $P_i$ and check whether the conditions for any of the warning cases are satisfied. If the conditions for warning case 1 are satisfied, $P_i$ will get a warning immediately. If the conditions for warning case 2 are satisfied, other corresponding players will get warnings in their next turns.

### 3.6 Abusing Oppose

The `oppose` primitive helps to resolve a disagreement between two players in their bilateral negotiation. In other words, a player can consider those `oppose` primitives going to the other party as support. Although this support is not direct (because other players do not know about negotiations that they don’t join), it still represents important feedback summarizing the opinions of a player’s negotiation partners. Practically speaking, a player who gets less support is more likely to get a warning later. However, regulating the use of `oppose` requires some care. Having only an upper limit would be problematic because a player could abuse `oppose` without ever triggering any negative effects on himself. Therefore we also set a lower limit, which is used to control this kind of abuse. Since a player only knows those primitives that he sends out or receives (he does not know how many `oppose` primitives another player receives currently), it is not possible for a player to predict whether his use of `oppose` can trigger a Case 1 warning for another player, and it always runs the risk of triggering a Case 2 warning for himself.

### 3.7 Setting Warning Limits

We have introduced three kinds of limits: a lower limit for player $i$ in the $n$th round ($LL^n_i$), an upper limit for player $i$ in the $n$th round ($UL^n_i$) and the time limit ($T$) described in the primitive `warn`. Adjusting these limits directly affects the probabilities of players getting warnings. If the lower limit is too low, we cannot prevent players from abusing `oppose` because they will probably not get warnings. On the other hand, if the lower limit is too high, we may inadvertently punish innocent players. Likewise for the upper limit, settings that too high (so that neither player in a negotiation gets a warning) or too low (so that both players get warnings) will not help in resolving disagreements. A similar tradeoff also applies to the time limit: a higher time limit may make the whole multi-party negotiation last longer, but a lower time limit may cause warnings to become increasingly arbitrary. Here, we assume that the time limit is set already and discuss how to set lower limits and upper limits based on this assumption.

We assume that the probabilities of a player opposing another player ($\lambda$) in different rounds are independent (which is based on the assumption that a player will make a positive response after getting an `oppose`), so $\lambda$ is always the same during the whole negotiation process. We assume that in the $n$th round, the number of `oppose` primitives that player $i$ gets in the $n$th round ($O^n_i$)
is binomially distributed. So the expected number is $\lambda N_i^n$ and the standard deviation is $\sqrt{N_i^n \lambda (1 - \lambda)}$.

The probabilities of a certain player getting a warning ($Pr(w)$), getting a warning for Case 1 ($Pr(w_1)$), and for Case 2 ($Pr(w_2)$) satisfy $(1 - Pr(w_1)) \times (1 - Pr(w_2)) = 1 - Pr(w)$. If we hope $Pr(w_1) = Pr(w_2)$, and $Pr(w) \leq \epsilon$, we need to satisfy:

$$Pr(w_1) = Pr(w_2) \leq 1 - \sqrt{1 - \epsilon}.$$ 

$P_i$ will get a warning in the $k$th round because of warning Case 1 if $\forall n: k - T + 1 \leq n \leq k$, we have $O_i^n \geq UL_i^n$, so

$$Pr(w_1) \geq \prod_{n=k-T+1}^{k} Pr(O_i^n \geq UL_i^n).$$

A player other than $P_i$ who intends to abuse the primitive oppose to $P_i$ will get a warning if $\forall n: n$th round is one of those past $T$ rounds (including the current round) in which he sends an oppose to $P_i$, we have $O_i^n \leq LL_i^n$. Therefore, $Pr(w_2)$ is larger than or equal to the probability that this player gets a warning in this case. So we have:

$$Pr(w_2) \geq \prod_{n=\text{nth round} \in \text{those T rounds}} Pr(O_i^n \leq LL_i^n).$$

To simplify the computation, we just let

$$Pr(O_i^n \geq UL_i^n) \leq T \sqrt{Pr(w_1)} \leq T \sqrt{1 - \sqrt{1 - \epsilon}},$$

$$Pr(O_i^n \leq LL_i^n) \leq T \sqrt{Pr(w_2)} \leq T \sqrt{1 - \sqrt{1 - \epsilon}}.$$ 

Using Chebyshev’s Inequality, we can get:

$$UL_i^n \geq \lambda N_i^n + \frac{\sqrt{N_i^n \lambda (1 - \lambda)}}{2T \sqrt{1 - \sqrt{1 - \epsilon}}},$$

$$LL_i^n \leq \lambda N_i^n - \frac{\sqrt{N_i^n \lambda (1 - \lambda)}}{2T \sqrt{1 - \sqrt{1 - \epsilon}}}.$$ 

So $UL_i^n$ and $LL_i^n$ are decided by $N_i^n$, $\epsilon$, $\lambda$, and $T$. Of these four terms, $N_i^n$ can be computed directly, $\epsilon$ and $T$ can be decided from previous experience, and $\lambda$ can be computed from past multi-party negotiations.

We introduced upper limits to resolve disagreements in bilateral negotiations. However, whatever upper limits are set to, we can always meet a problem like the following that we cannot handle by our current approach. Consider two players opposing to each other in a bilateral negotiation, who meanwhile both get a number of oppose primitives (more than or equal to their respective upper limits). If this situation is maintained, they will both ultimately get warnings. This is probably not fair to one of them. We propose to solve this problem by introducing another approach which also uses the idea of majority rule.
3.8 Potential Value

In the following, we will use a simple example which is based on coalitions to present this approach. In our example (see Figure 2(a)), five players are conducting a multi-party negotiation. After several rounds of negotiation that resolve the competition in each coalition, $P_1, P_2,$ and $P_3$ form one coalition while $P_4$ and $P_5$ form another. Suppose each bilateral negotiation between two players in the same coalition has succeeded. However, suppose that in those bilateral negotiations across coalitions, players give oppose to each other. Because to each $P_i$, $O^n_i = N^n_i$ (assuming all players just finished the $n$th round), all players will get warnings soon.

![Diagram](image)

**Fig. 2.** An example of Potential Value. (a) is the original situation. (b) is the situation when $P_1$ finishes all negotiations successfully with those players currently opposing him. (c) is the situation when $P_4$ finishes all negotiations successfully with those players currently opposing him.

If each player is considered as a vertex in an undirected graph and an edge is added between $P_i$ and $P_j$ if the negotiation between them has succeeded, then each connected component in the graph exactly represents a local group agreement. For any connected component $c$ in this graph, we define $Value(c)$ (the value of component $c$) as the number of edges in this component. Furthermore, we define $Value(P_i)$ (the value of a player $P_i$) as the sum of values of those connected components that include $P_i$. In other words,

$$Value(P_i) = \sum_{\forall c, P_i \in c} Value(c).$$

In our example (see Figure 2(a)), the connected component including $P_1$ is {$P_1, P_2, P_3$}, so the current value of player $P_1$ is 3. Similarly, the connected component including $P_4$ is {$P_4, P_5$}, so the current value of $P_4$ is 1.

The potential value of a player $P_i$ (defined as $PV(P_i)$) is the difference between the future value of $P_i$ (when all the players who currently oppose $P_i$ finally finish negotiations successfully with $P_i$) and the current value of $P_i$. When all the players who currently oppose $P_1$ (i.e., $P_4$ and $P_5$) finally finish negotiations
successfully with \( P_1 \), the case is like Figure 2(b). In that situation, connected components including \( P_1 \) are \( \{(P_1, P_2, P_3), (P_1, P_4, P_5)\} \), so the future contribution of \( P_1 \) is \( 3 + 3 = 6 \). Therefore, \( PV(P_1) = 6 - 3 = 3 \). Similarly in figure 2(a), if all the players who currently oppose \( P_4 \) (i.e., \( P_1, P_2 \) and \( P_3 \)) finish negotiations successfully with \( P_4 \), then the situation is like Figure 2(c). So the future value of \( P_4 \) is \( 6 + 1 = 7 \), and \( PV(P_4) = 7 - 1 = 6 \).

Those players who have larger potential values have the potential to contribute to more and larger connected components (more and larger local group agreements) when getting warnings compared with those players having smaller potential values. Idea is therefore that if two players oppose each other and meanwhile both of them receive oppose primitives in excess of their upper limits, we will do the following modification: we remove the oppose that is sent from the player having a higher potential value to the player having a lower potential value. Algorithm 1 is used to compute the updated number of oppose \( (O_{in}^n) \) after this modification. This value replaces the original value \( O_{in}^n \) in checking warning Case 1 for \( P_i \) in the \( n \)th round. \( O_{in}^n \) is still used in checking warning Case 2. This algorithm ensures that as long as those players who will possibly be warned do not have the same potential value, there is at least one player who will be warned so that the whole multi-party negotiation will not become a stalemate.

**Algorithm 1:** Computation of \( O_{in}^n \) in checking warning Case 1

1. compute \( O_{in}^n \) and \( PV(P_i) \)
2. \( O_{in}^n \leftarrow O_{in}^n \)
3. if \( O_{in}^n \geq UL_i^n \)
4. for each \( P_j \) currently sending oppose to \( P_i \)
5. if \( P_i \) is also currently sending oppose to \( P_j \) and \( (O_{jn}^n \geq UL_j^n \) or \( O_{jn}^{n-1} \geq UL_j^{n-1} \) if \( O_{jn}^n \) is not computed yet)
6. if \( PV(P_i) < PV(P_j) \)
7. \( O_{in}^n \leftarrow O_{in}^n - 1 \)

In our example, the original computation of \( O_{in}^n \) in warning Case 1 gives us the Figure 3(a). After applying Algorithm 1, we have Figure 3(b), in which \( O_{in}^n \) is now equal to 0 because \( PV(P_1) < PV(P_4) \) and \( PV(P_1) < PV(P_5) \). Similarly, \( O_{in}^2 = 0, O_{in}^3 = 0, O_{in}^4 = 3 \) and \( O_{in}^5 = 3 \). If this situation continues for a series of rounds, \( P_4 \) and \( P_5 \) will eventually be warned to make concessions. From another point of view, we can see that a larger coalition (i.e., \( \{P_1, P_2, P_3\} \)) will eventually dominate over a smaller coalition (i.e., \( \{P_4, P_5\} \)).

However, it is still possible that disagreements cannot be resolved when all the players who receive more oppose primitives than their upper limits have the same potential value. If at that time players continue to oppose each other in all ongoing bilateral negotiations, which means there is no real progress in any bilateral negotiation, then the system can terminate the whole multi-party negotiation. It is also necessary to terminate the whole multi-party negotiation when it has undergone a longer time than a predetermined limit. This limit can be decided by all the players to prevent negotiations going to an infinite loop.
Fig. 3. (a) is the original computation of $O^n_i$. (b) is the computation of $O'_n^i$ after using potential values. Those oppose primitives from players having higher potential values to player having lower potential values are removed in (b).

Thus, in this approach several resolutions are possible. The multi-party negotiation ends (either finishes naturally or is terminated by the system) as one of the following three cases: 1) all the remaining players reach a local group agreement; 2) those players not finishing all their negotiations have a same potential value; 3) the multi-party negotiation lasts too long. In cases 2) and 3), all local group agreements in the ending moment can still be considered valid.

4 Conclusion

We present a model of multi-party negotiations where group agreements are constructed using multiple bilateral agreements. The whole negotiation process is based on a set of synchronous bilateral negotiations. Two approaches using majority rule are presented to resolve possible disagreements in these bilateral negotiations to help all parties reach a final group agreement. One uses the statistical method to set upper limits and lower limits and the other uses potential values. Future work includes conducting more accurate analysis on the statistical method, and designing other approaches or incentives to induce players to reach a group agreement.
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Abstract. The adoption of mobile technologies into companies frequently follows a technology-driven approach without precise knowledge about the potential benefits that may be realised. Especially in larger organisations with complex business processes, a systematic procedure is required if a verifiable economic benefit is to be created by the use of mobile technologies. Therefore, the term “mobile business process”, as well as requirements for information systems applied in such processes, are defined in this paper. Subsequently, we introduce a procedure for the systematical analysis of the distributed structure of a business process model in order to identify mobile sub-processes. For that purpose, the method Mobile Process Landscaping is used to decompose a process model into different levels of detail. The method aims to manage the complexity and limit the process analysis to the potentially mobile sub-processes from the beginning. The result of the analysis can be used on the one hand as a foundation for the redesign of the business processes and on the other hand for the requirements engineering of mobile information systems. An application of this method is shown by the example of business processes in the insurance industry.

1 Motivation and Related Work

1.1 Motivation

The orientation towards business processes and their optimisation has been an important issue for some years [1]. The identification of opportunities for cost reduction, as well as integrated IT-support for processes are increasingly coming to the fore, with technologies supporting mobility making an important contribution. Particular potential benefits lie in the seamless, company-comprehensive integration of all partners participating in the business process, especially when this process is distributed [2]. Thus, each process-step on the value chain can be connected directly to the operational information processing, so the goal-oriented control of the whole business process becomes feasible [3].

To exploit these advantages effectively, specialized information systems, supporting not only the business process but handling the mobility of the process-executing person if necessary, are required. In order to develop such systems we propose the method Mobile Process Landscaping. This method allows the goal-oriented analysis of a process model and its distribution structure to explore mobilisation opportunities.
1.2 Related Work

A number of recent publications showed that certain activities can be improved regarding efficiency and effectiveness through the use of mobile technologies (see e.g. [4], [5]). The mentioned examples are case studies describing successfully released solutions in certain companies, however, how these companies choose the described business processes and activities for the use of mobile technologies remains open questions.

Frequently, a technology-driven approach can be observed for realising potential benefits, which adjusts processes corresponding to the available features of certain mobile devices. But often, a large number of complex processes with many involved people prevails, e.g. in large companies and corporate groups. Such an approach may then lead to wrong decisions, especially in the long term. In our opinion, the process of decision-making about the use and the design of a mobile information system needs to be systematic and comprehensible.

For this purpose, section 2 deals with basic characteristics of mobility in connection with business processes and information systems. Section 2.1 defines the term “mobile business process” and illustrates our understanding of mobility from an application-oriented point of view. Hence, requirements for the development of mobile information systems can be deduced, as illustrated in section 2.2. Subsequently, the Mobile Process Landscaping method is explained by an example from the insurance industry (section 3). The need for further research is pointed out in section 4.

2 Mobility Within Business Processes and Information Systems

2.1 Mobility in Business Processes

The term “business process“ was defined by numerous authors (i.e. [6], [7], [1]). Below, we follow the commonly used definition of Davenport [7] according to which a business process can be understood as “a specific ordering of work activities across time and place, with a beginning, an end, and clearly identified inputs and outputs: a structure for action.” A business process can be decomposed in different levels into process partitions. Thus, a business process can be understood as an abstract description of workflows in a company. The actual occurrence of such a business process in reality is called a business process instance.

In the following, only business processes with a specific distribution structure and thus a certain mobility of the process-executing persons are considered. We propose that mobility is given when for at least one process partition:

a) there is an “uncertainty of location“,  
b) this “uncertainty of location“ is externally determined, and  
c) a cooperation with external resources (from the process-point of view) is needed in the execution of the process.

The assumption a) is based on the concept of “location uncertainty” by Valiente and van der Heijden [8], according to which the place of the execution of an activity can be different in different instances of the business process or the places can change during the execution of an activity. Thus, we deal with a mobile process partition within a business process. Because multiple mobile process partitions are conceiv-
able, and a mobile process partition often affects the whole business process, the complete business process is called “mobile business process”.

Further on, assumption b) presumes that the location uncertainty is caused by external factors and that the process-executing person has therefore no freedom of choice regarding the place of the process execution. Assumption c) restricts the term “mobile business process“ to the necessity of cooperation with external resources within the considered process partition, for instance caused by the need for communication or coordination with other persons or interaction with other objects.

For example, at the moment of the customer inquiry the place where the field staff will meet a customer for sales conversation is unknown (location uncertainty). During the sales conversation, the field staff interacts with the customer and possibly simultaneously with the information system of the company (cooperation with external resources). Thus, the business process is a mobile one. In contrast, an employee working on office duty, moving his wireless LAN-connected notebook to the conference room for a short time, does not conduct a mobile business process because there is no compulsory location uncertainty, i.e. his movement is not externally triggered.

The above definition of mobility is deduced from the characteristics of the task the process-executing persons need to perform in the mobile process partition. The definition of mobile business processes does not imply the existence of any automatic information processing in any way. In fact, the following section will show, how the need for an information system to support mobile business processes can be identified.

2.2 Mobile Information Systems in Mobile Business Processes

An information system can be defined as “a set of interrelated components that collect (or retrieve), process, store, and distribute information to support decision making, coordination, and control in an organisation”, as proposed in [9]. Because of the mentioned specifics of mobile business processes the information system must be adapted to deal with the location uncertainty within activities. An information system that is adapted to location uncertainty will be called “mobile information system” in the following. Its outstanding characteristic is the ability to provide coordination, control and decision support within the business process under the restriction of spatial limitations [8].

Thus, a mobile information system can on the one hand support mobile business processes by the improvement of efficiency during their execution and on the other hand create premises for turning so far not mobile business processes into mobile ones. In the following, we assume that an information system can be transformed into a mobile information system by adding a mobile element to it. To enable this transformation, the mobile element of an information system needs to allow its use for a mobile activity just as well as if the activity was not mobile.

A number of recent publications showed in case studies how mobile technologies can be used to improve workflows and single activities in terms of efficiency and duration. Unfortunately, it often remains unexplained how the concerned companies chose the corresponding business processes and activities for bringing mobile technologies into operation. If there are manageable processes with just a few people involved, the impacts caused by the use of mobile technologies, as well as the effects of the process changes can probably be estimated roughly.
In [5], the mobile equipment of taxi drivers in Stockholm is described, that was introduced with the aim to improve the dispatching process. “Based on a number of requirements the company identified an opportunity to ameliorate the dispatching process by the use of improved mobile technology based on GPS, radio communication, and information system technology.” The exciting question how these requirements and opportunities were acquired, remains open, unfortunately.

In the shown example, business processes are adjusted to the possibilities offered of mobile technology, starting from available mobile devices and mobile networks. In doing so, they follow a technology-driven approach to realise potential benefits. As soon as we are dealing with a large amount of complex processes, in which numerous persons are involved (as it is typical for large companies and corporate groups), such a procedure could lead to wrong decisions, especially in the long term. The decision about the use and the design of a mobile element for existing information systems has to be made systematically and traceably in our opinion.

Thus, we see the necessity of representing the workflow in a company by a specialised process model in order to identify potential process improvements on the basis of the definition of mobile business processes. Subsequently, the requirements for the creation of the mobile element of the existing information system need to be defined in order to be able to examine whether the mobile technology and devices meet the demands. For this procedure, we propose the following steps [10]:

1. Analysis of the process model and identification of mobile business processes.
2. Redesign of the identified process partitions (under the assumption of the producibility of a mobile element for the information system).
3. Specification of the mobile element as required by the new business processes.
4. Validation of the profitability of the change (valuation of the relationship between estimated costs and forecast benefit).
5. Implementation of the change (actual redesign of the processes and development of the mobile element).

In the following, we will describe how the analysis of existing processes and the identification of mobile potentials in step (1) can be conducted by the use of the Mobile Process Landscaping method. Steps (2) to (4) are beyond the scope of this paper, and (5) is rather a point for further research, as outlined in the conclusion.

3 Identification of Mobile Business Processes Through Mobile Process Landscaping

3.1 Specialisation of Process Landscaping

With Mobile Process Landscaping, we propose a systematical approach for identifying and analysing mobile business processes. It is a specialisation of the “Process Landscaping” method [11]. The idea of the method is to split the modelling of processes into different tiers, starting with a coarse and simplified form of the process description and then increasing the level of detail with each tier. Other approaches for the modelling of (mobile) processes (see e.g. [12], [8], [13]) neglect the question of the level of detail. We believe that in practice, this will lead to difficulties in the description and analysis caused by different understandings of processes [11].
The aim of the proposed procedure is twofold: on one hand, it should help to handle the complexity of processes. On the other hand, it should help to recognise the distribution structure very early. Thus, the method can only be applied to distributed process structures. At an early stage, process partitions with mobile potentials can be located. The process analysis should just at these points be continued in order to minimise the analysis effort. For the presentation of the different levels of detail, we propose four different tiers, that are determined by the global company structure.

The first level of detail represents the coarse company structure, i.e. the main elements of the value chain. The processes identified on this level are called “core processes” in the process model. A result of this description could be “There is a sales process.” On the second level, the processes are described on the basis of the tasks and functions within the core processes on the first level. These processes are called “sub-processes” in the process model. A core process can be composed of multiple sub-processes. On this level, we could answer the question “What is the field staff doing in the sales process?” The third level describes the activities in the processes identified on the second level. In the process model, those processes are called “activities.” A sub-process can consist of multiple activities. On this level, it should be possible to answer the question “How is the field staff doing it?” On the fourth level, workflows for the above defined activities are described. If an information system is used, this level could describe dialog structures and data flows. These objects are called “information objects” in the model. At this point one could ask: “How is the workflow organized?”

Figure 1 shows the correlation between the levels of detail in the process model and the real world.

3.2 Notation of the Process Model

Process models can be described by different notations. Established approaches are e.g. (high-level) petri-nets [15], UML Activity Diagrams [16], Event-Driven Process
Chain Markup Language [17], Business Process Modeling Notation [18] and the Business Process Modeling Language [19], of which [20] provides an apt overview. These approaches are widely spread and tested by practical experience, so we do not want to add a new one. In order to identify mobile process partitions, for the creation of a process landscape it is necessary to describe both the spatial distribution and the cooperation with external resources, as demanded by the definition in section 2.2. In the approaches given above, this is not the case or realised very differently. In the following we abstract from these approaches and choose a simplified notation fulfilling the given aspects of process modelling completely.

Organisational units whose subjects (single persons or groups of persons) are not spatially separated from each other are symbolized by a grey rectangle with rounded corners. Processes inside organisational units are represented by a white rectangle. Relations between processes inside an organisational unit are symbolized by a solid line (internal interaction). A dashed line indicates a relation between processes in different organisational units (external interactions).

![Fig. 2. Symbols for the process model.](image)

On the first level of detail, the relations between the processes are undefined in terms of their order (unsigned edges). Only the existence of a relationship is shown. Starting from the second level of detail, signed edges are used to show the logical and temporal order of the processes. The aim of this kind of description is to identify mobile potentials within the considered processes which, according to our definition, is induced by an externally determined location uncertainty as well as a cooperation with external resources.

An externally determined location uncertainty is present in processes that cannot be allocated clearly to a single organisational unit. This means, multiple, spatially separated persons or groups of persons are involved in their execution. This is a necessary, but not sufficient condition for a mobile business process. If such a partition is identified in the process model, we assume a potential mobility that can be approved or disproved by a stepwise refinement of the process partition. The potential mobile process partition is indicated in the graphical representation by different processes lying on top of each other. The cooperation with external resources is shown by a dashed line, indicating an exchange of information between different process partitions across organisational units. This is also a necessary, but not sufficient condition for a mobile business process. Again, the potential mobility can be approved or disproved by a stepwise refinement of the process partition.

### 3.3 Mobile Process Landscaping Exemplified in the Insurance Industry

In the following, the application of Mobile Process Landscaping, is shown using examples from the insurance industry. We assume that during the preparation of the process analysis four spatially separated organisational units could be identified: the company itself, the field staff, customers and partners (Figure 3).
In the first step of the analysis the core processes of the company are identified on the basis of the company structure and assigned to the organisational units. Figure 4 shows the results of this step, completing the analysis on the first level of detail.

It is noticeable that there are relationships between some core processes of the company. Furthermore, it is obvious that in some processes (sales, contract management, reinsurance, encashment) different, spatially separated organisational units (company, field staff, customer, partner) are involved. By definition, those core processes are potential mobile processes. A refinement of the process model should therefore only be conducted at these specific core processes. For the further process analysis, we limit the examination to the core process “sales” here. Within this process, tasks, functions and their relationships need to be defined, as shown in Figure 5.

The field staff initiates a sales conversation and calls the customer. Both participate in the sales conversation as well as in the ensuing data acquisition, so the corresponding sub-processes are potentially mobile. In the following, the field staff returns to the agency for preparing the tender and sends it via mail to the company (cooperation with external resources). This is a potentially mobile business process as well. The company examines the tender before it is shipped to the customer. Within the process “tender preparation”, classified as potentially mobile, the third level of detail is now refined (Figure 6). The field staff submits the customer data to the company. There, the valuation of risk is performed in order to calculate the rate and generate the tender. During the submission of the customer data, the boundary between the organisational units “field staff” and “company” is crossed. Thus, this activity is potentially mobile.
Finally, we consider the fourth and last level of detail (Figure 7). The field staff prints a data sheet for submitting the customer data and sends it to the company via mail. There, the data is again acquired and saved. Among the information objects “send mail” and “acquire data”, an information exchange across the boundaries of spatially separated organisational units takes place, so both information objects are potentially mobile.

Furthermore it is noticeable, that the organisational boundary between “transfer customer data” and “value risk” (Figure 6) has moved more into the activity “transfer customer data”. This is a result of the task decomposition. This way, the last level of detail of the analysis is reached. The information objects “send mail” and “acquire data” highlight a process partition which renders the activity “transfer customer data”, the sub process “tender preparation” and the core process “sales” potentially mobile.

At this point, a redesign of the process can be applied in order to develop a mobile information system, as proposed in step (2) of our procedure in section 2.2. All processes identified as potentially mobile as well as their preliminary and subsequent elements, come into question for a redesign. In our example, displayed in figure 7, those processes are “send mail” and “acquire data”, as well as the preliminary process “print data sheet” and the subsequent process “store data”. In this case, the whole process partition is affected. It should be considered that preliminary and subsequent elements on a superior level of detail could be affected, too. Concerning those, an analysis up to the fourth level of detail needs to be conducted in order to identify the specific preliminary and subsequent information objects.

4 Conclusion

This paper focused on business processes in the field of m-business, called mobile business processes due to their special characteristics of a location uncertainty and cooperation with external resources from the process’ point of view. The according definition of mobility is task-oriented, abstracting completely from potentially existing information systems. At this point, we see a need for research because in our experience, no comprehensive definition of mobility that includes the different aspects like logical, technical, or application-related mobility exists. Furthermore, it was shown that the application of mobile technology is usually technology-driven. The economic benefit of such a solution is often not exactly quantifiable in advance. Especially in large organisations with various business-critical processes and numerous
involved persons such an approach is not applicable. Thus, we proposed a procedure to systematically analyse mobile potentials in business processes. The first step of this procedure was conducted using the Mobile Process Landscaping method and illustrated using a simple example from the insurance industry. At this point, we see a need for further research in order to integrate the shown procedure into the established approaches for modeling business processes. Finally, the drafted procedure aims to support the development of mobile information systems whose characteristics are not defined by mobile technology, but are rather deduced from the requirements of newly designed mobile business processes.
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Abstract. This work presents a model for Adaptive Web Systems designed with a two-layer architecture. For the description of the high-level structure of the application domain we propose an object-oriented model based on the class diagram of the Unified Modeling Language, extended with (i) a graph-based formalism for capturing navigational properties of the hypermedia and (ii) a logic-based formalism for expressing further semantic properties of the domain. The model makes use of XML for the description of metadata about “neutral” pages that have to be adapted to user characteristics. Moreover, we propose a three-dimensional approach to model different aspects of the adaptation model, based on different user characteristics: an adaptive hypermedia is modeled with respect to such dimensions, and a view over it corresponds to each potential position of the user in the “adaptation space”. In particular, a rule-based method is used to determine the generation and deliver process that best fits technological constraints.

1 Introduction

In hypertext-based multimedia systems, the personalization of presentation and content, i.e. their adaptation to user requirements and goals, is becoming a major requirement. Application fields where content personalization is useful are manifold: they comprise on-line advertising, direct web-marketing, electronic commerce, on-line learning and teaching, etc. Users are more and more heterogeneous due to different interests and goals, world-wide deployment of information and services, etc. Furthermore, nowadays hypermedia systems must be delivered to different kinds of terminals and networks.

To face these problems, in the last years the concepts of user-based adaptive systems and hypermedia user interfaces converged in the Adaptive Web Systems (AWS) research theme [1,4,6]. The basic components of adaptive Web systems are (i) the Application Domain Model, used to describe hypermedia basic contents and their
organization to depict more abstract concepts, (ii) the *User Model*, which describes user characteristics and expectations, and (iii) the *Adaptation Model* that describes how to adapt content, i.e. how to the manipulate basic *information fragments* and links. More recently, the capability to deliver information to different kind of terminals, i.e. the support of multi-channel accessible Web systems, is becoming an important requirement. To efficiently allow the realization of user-adaptable content and presentation, a modular and scalable approach to describe and support the adaptation process must be adopted. A number of interesting models, architectures and methodologies have been developed in the last years for describing and supporting adaptive Web systems [2,3,8,10].

In particular, WebML [5] is a conceptual Web modeling language that uses the entity-relationship (ER) model for describing data structures and an original, high-level notation for representing Web content composition and navigation in hypertext form. In [9], a component-based architecture and an implementation framework for building complex Web applications is presented. Web applications are managed as views on Object Models; this allows for decoupling the design decisions related with the domain model from those related with the navigation and interface architecture.

In this paper we present a model for Adaptive Web Systems. Our work is specifically concerned with a complete and flexible *data-centric* support of adaptation. We focus on (i) the description of the structure and content of an Adaptive Web System; (ii) a representation of the adaptation process, distinguishing between adaptation driven by user needs and adaptation driven by technological constraints.

Adaptive Web Systems are composed of two layers: the *Description Layer* and the *Profile Layer*. The Description Layer defines the content of XML pages, their structure (defined through an object-oriented model), and the navigational features of the hypermedia (described with a directed graph). The Profile Layer describes the structure of the hypermedia as a set of views associated to *stereotype profiles* (i.e. groups of users) and the semantic relationships among those profiles.

## 2 Adaptive Web Systems Modeling

In our approach to the modeling of adaptive hypermedia we chose to adopt XML as the basic formalism due to its flexibility and data-centric orientation. XML permits an abstract description of information, allowing for the use of pre-existing multimedia basic data (e.g. stored in relational databases and/or file systems) and for the description of the content in a terminal-independent way.

We model the heterogeneous data sources by means of XML meta-descriptions (Sec. 2.2). Basic information fragments are extracted from data sources and used to compose descriptions of pages which are “neutral” with respect to user characteristics and preferences; such pages are called *Presentation Descriptions* (PD). In the Description Layer, the PDs are organized in an object-oriented structure to describe their structural properties (Sec. 2.3). Semantics related to the PDs is managed by the *Profile Layer* through the definition of knowledge-related concepts (*topics*), which are associated to PDs and user profiles (Sec 2.4).
The adaptation process is based on a multidimensional approach. The characteristics of a user are described through three *adaptivity dimensions*: (i) user behavior, (ii) external environment, and (iii) technology. The transformation from an abstract PD to the delivered final page is carried out on the basis of the position of the user in the *adaptation space* (Sec. 2.1). This process is performed in two phases: in the first phase a PD is instantiated with respect to the user behavior and external environment dimensions, and a “technological independent” PD is generated. In the second phase (described in Sec. 2.5) a PD is instantiated with respect to the technology dimension.

### 2.1 Adaptation Space

As mentioned above, the application domain is modeled along three orthogonal adaptivity dimensions:

1. User behavior (browsing activity, preferences, etc.);
2. External environment (time-spatial location, language, socio-political issues, etc.);
3. Technology (type of terminal, client/server processing power, network, etc).

The position of a user in the *adaptation space* can be denoted by a tuple having the form \([B,E,T]\). The \(B\) value captures the user's profile; \(E\) and \(T\) values respectively identify the external environment and the used technology.

Variables \(B\) and \(E\) mainly drive the generation of content and links, whereas the technology dimension drives the page layout adaptation and the page generation process. For example, an e-commerce web site could offer a class of products that fits the needs of a user (deducted from his/her behavior), formats data with respect to the kind of terminal, and sizes data on the basis of the measured network bandwidth.

### 2.2 Information Fragments

Information fragments are the atomic elements used to build hypermedia contents; fragments are extracted from data sources that, in the proposed model, are described by XML meta-descriptions. A fragment can be associated to a different portion of the multidimensional adaptation space. By means of meta-descriptions, data fragments can be managed at a high level, regardless of their actual sources: in the construction of pages the author can use metadata, thus avoiding a low-level access to fragments.

A number of XML meta-descriptions have been designed by using specific *XML Schemas* [12]. These schemas allows for the description of text, data extracted from relational and object-relational databases, queries versus such data, queries versus XML data (expressed in *XQuery* [13]), video sequences, images, XML documents and HTML documents.

### 2.3 The Description Layer

In the description layer the application domain is modeled as a directed graph, where nodes correspond to presentation descriptions and arcs represent navigational requirements. Furthermore, we apply the object-oriented paradigm to capture the structural relationships among the PDs.
A presentation description is composed of four sections:

1. The *OOStructureInfo* section includes information concerning the object-oriented organization of the domain. The interface of each class of PDs is composed of a set of ingoing and outgoing links, which represent relations among PDs with respect to the object-oriented modeling (e.g., grouping, inheritance, generalization, etc.). A *type* is associated to each link, and is used to define the compatibility among outgoing and ingoing links of different classes. With regard to inheritance, a subclass inherits the information fragments and the links of the parent classes. The *OOStructureInfo* section is edited by means of a tool based on the *Unified Modeling Language* (UML) [11] (specifically, on the class diagram), that allows the author to design the overall PD hierarchy of the application domain.

2. The *ContentLayout* section contains references to the information fragments that compose the PD. Such references are modelled as XML Schema elements and the information fragments are accessed by using a SQL-like querying language running on their metadata. As the *OOStructureInfo* section, the *ContentLayout* section is edited by means of a UML class diagram tool that also allows to automatically map UML diagrams into XML Schema documents.

3. The *AdapDimensionsInfo* section contains information about the instantiation of the PD with respect to the adaptivity dimensions; this information describes how to extract fragments on the basis of the user position in the adaptation space, and which XSL stylesheets should be applied to transform the PD into the final page delivered to the client.

4. The *AuxInfo* section contains auxiliary information (e.g. data islands), which is not to be processed by the system, but can be used by the client (for example, it can contain embedded code for client applications), or by network lower layers.

In the following, we show the XML Schema structure of the *OOStructureInfo* section. It includes the name of the PD class (*entityName* element), a set of parent classes (*superEntityName* elements) and a set of links that define the PD interface with respect to the object-oriented model (*link* elements, each with an associated name and type).

```xml
<xsd:element name = "entityName" type = "xs:string"/>
<xsd:element name = "superEntityName" type = "xs:string"/>
<xsd:element name = "linkName" type = "xs:string"/>
<xsd:element name = "linkType" type = "xs:string"/>
<xsd:attribute name = "direction" use = "required">
  <xsd:simpleType>
    <xsd:restriction base = "xs:string">
      <xsd:enumeration value = "in"/>
      <xsd:enumeration value = "out"/>
    </xsd:restriction>
  </xsd:simpleType>
</xsd:attribute>
<xsd:element name = "link">
  <xsd:complexType>
    <xsd:sequence>
      <xsd:element ref = "linkName"/>
      <xsd:element ref = "linkType"/>
    </xsd:sequence>
    <xsd:attribute ref = "direction"/>
  </xsd:complexType>
</xsd:element>
```
As an example of a PD’s content design, in the following (see Fig. 1) we show an UML class diagram that describes the application domain for an e-tourism Web system:

![UML Class Diagram for an e-Tourism Web System](image)

The corresponding XML Schema-based description, i.e. the ContentLayout section of the generated PD, is the following:

```xml
<xsd:simpleType name="Valuation">
  <xsd:restriction base="xsd:string"/>
  <xsd:length value="1"/>
  <xsd:pattern value="[0-5]"/>
</xsd:simpleType>

<xsd:element name="Address">
  <xsd:complexType>
    <xsd:sequence>
      <xsd:element name="street" type="xsd:string"/>
      <xsd:element name="city" type="xsd:string"/>
      <xsd:element name="ZIP" type="xsd:positiveInteger"/>
    </xsd:sequence>
  </xsd:complexType>
</xsd:element>
```

Fig. 1. UML Class Diagram for an e-Tourism Web System.
We highlight that the XML Schema document allows for the inclusion of an information fragment (i.e., an image) inside the PD. Such an inclusion is made by means of an element having type infFrag, a primitive type of the namespace defined by the PD XML Schema model. Moreover, an SQL statement needed to retrieve the information fragment is edited by the author. In the case shown above, the selected picture is valid for the standard user profile. At run-time, the system loads the information fragment.
by executing the SQL statement against the database that stores the metadata about the information fragments.

2.4 The Profile Layer

The goal of the Profile Layer is to model the domain adaptivity with respect to stereotype user profiles. A set of Profile Views (PV) are individuated, where each PV is a view of the overall hyperspace domain associated to a user profile. The PV associated to the profile \( p \) includes all the PDs accessible by users belonging to profile \( p \), therefore it represents the hypermedia domain and the navigational space for that profile.

The design of this layer is made in two phases. In the first phase, the author designs the overall structure of the application domain by defining the interconnections among the PDs according to the traditional link structure of a Web system. In the second phase, the author identifies the user profiles and, on the basis of his/her domain knowledge, designs the PVs associated to each profile (see Fig. 2). The design of a PV can be carried out incrementally: for each PD, the author determines the user profiles that can access it. At the end of the process, each PV is composed of all the PDs that have been associated to the corresponding user profile.

Each PV (and consequently each associated profile) corresponds to a set of topics that represent the knowledge contained in the PV (knowledge description). This correspondence can be formally defined through a function \( k(\cdot) \), that can be applied to a single PD, or to a user profile, and returns the corresponding set of topics:

- \( k(\cdot) \), applied to the presentation description PD\(_i\), returns the set of topics captured by PD\(_i\);
- \( k(\cdot) \), applied to the user profile \( p \), returns the knowledge domain of \( p \): \( k(p) = \cup k(\text{PD}\_i) \mid \text{PD}\_i \in \text{PV}_p \), where \( \text{PV}_p \) is the profile view associated to \( p \).

The instantiation of a particular PD with respect to a given profile and a given position along the external environment dimension can be seen as the application of a function \( \delta \) that transforms a given PD into a technology-independent XML page,
called PD\(^n\) ("neutral" PD), which will be given as input to the multichannel module (Sec. 2.5):

\[ \delta(PD,B,E) \rightarrow PD^n \]

Furthermore, we improve the logical description of the hypermedia structure by means of a Semantic Precedence Operator, \(\leftarrow\), which is used to define constraints about profile changes. If applied to two knowledge domains, e.g. \(k(p_2) \leftarrow k(p_1)\), the operator indicates that a user cannot access topics related to the profile \(p_2\) until he/she accesses some topics included in the knowledge domain of \(p_1\) (i.e. until he accesses the PDs that capture those topics). This constraint can be better specified by means of a semantic precedence matrix. This matrix has as many rows as the topics of \(k(p_2)\) and as many columns as the topics of \(k(p_1)\). Each element \((i, j)\) of the matrix can assume a boolean value; \(true\) means that the user must visit a PD containing the topic \(j\) of the domain \(k(p_1)\) before his/her profile can change form \(p_1\) to \(p_2\) and the topic \(i\) of the domain \(k(p_2)\) can be accessed. Therefore each row specifies which topic of \(k(p_1)\) a user belonging to the profile \(p_1\) must know to change his profile to \(p_2\) by entering a particular topic of \(k(p_2)\). For example, a semantic precedence matrix with all values equal to \(true\) means that, whatever is the entry point to the profile \(p_2\), the user must have visited all the topics of \(k(p_1)\). An entry point of a profile \(p_2\) is defined as a node (PD) that, when accessed through a hyperlink, allows the user to change his profile to \(p_2\). The semantic precedence operator can be used in general logic rules; e.g. \(k(p_1) \leftarrow k(p_2) \land (k(p_3) \lor k(p_4))\) is a rule that expresses a more complex relationship among the involved profiles.

### 2.5 Adaptation Model for the Technological Dimension

The technology dimension drives the adaptation of the page layout to the client device (PC, handheld computer, WAP device, etc.), and the page generation method. The technology adaptation is performed by means of a Multichannel Module. In the following we will describe (i) the alternative page generation methods, (ii) the technological variables, and (iii) the multichannel module.

**Page Generation Methods.** A final page displayed on the client device (written in HTML, WML, etc.) is dynamically generated by transforming the corresponding PD\(^n\) with a XSL document/program. Several XSL stylesheets can be used to transform a PD\(^n\), depending on the client device features. Moreover, three different page generation methods can be exploited:

a. The page generation takes place entirely on the server. It picks out the Information Fragments, applies the transformation using the appropriate XSL document, and then sends the page (HTML, WML, etc.) to the client. The main drawback of this method is that the client cannot access the XML content. As an example, if the client is an application, e.g. a workflow or a distributed computing application, it could need to access and process XML data.
b. Similar to method a, but the server sends to the client HTML (WML) pages that contain XML data islands. Data islands are not processed by the server XSL processor, and are not displayed on the client device, but can be accessed by client programs.

c. The page generation is performed entirely on the client; the server sends to the client both the XML document and the XSL document that the client device will use to carry out the transformation.

The Technological Variables. The technological variables are used by the multichannel module to adapt the presentation and the generation process to the client device. On our system we use five groups of technological variables:

1. Variables related to the XML and XSL support on the client device.
2. Variables addressing the client device processing power (client-side XSL formatting may take place only if the device can manage such a complex and time-consuming operation).
3. Variables describing the display features of the client device (resolution, dimensions, etc.).
4. Variables concerning the kind of client data usage (e.g., it is useful to know whether or not clients need to access and process “pure” XML data).
5. Variables related to the server processing workload.

The variables belonging to the first three groups are extracted from the device knowledge repository (shown in the next Sec.), while data usage variables are associated to the client (e.g. they can be associated to the user profile), and the last group of variables is determined by the server.

The Multichannel Module. The main components of the multichannel module are the Device Knowledge Repository (DKB) and the Presentation Rules Executor (PRE).

The device repository is composed of a set of entries, each describing the features of a specific client device. For each client request, the client device is determined according to the data contained in the User Agent field of the request, and the corresponding device entry is selected. Each entry is composed of variable-value pairs, where variables correspond to the technology variables belonging to the first three groups.

The presentation rules executor determines the presentation layout and the page generation method based on a set of rules that check the values assumed by the technological variables. Rules are defined in an ad hoc XML syntax, and are modeled according to the well known Event-Condition-Action (ECA) paradigm. The following XML fragment shows a typical presentation rule.

```
<rule id="1">
  <conditions>
    <technological-variable group="1" xml-support="yes"/>
    <technological-variable group="2" processing-power="high"/>
    <technological-variable group="3" display-area="small" res-value="medium"/>
    <technological-variable group="4" xmldata-need="no"/>
  </conditions>
</rule>
```
The rule states that if the client does not need to elaborate the XML data content (the variable `xmlData-need` belongs to group 4), the client device fully supports XSL transformation (group 1 and 2 variables), and display features are appropriate (group 3 variables), the PRE chooses the page generation method \( c \) (client-side XSL formatting), and the XSL stylesheet `AdHocStylesheet.xsl`.

In general, events of the ECA paradigm are implicitly managed by the adaptive system and correspond to the user choice of a given PD. Conditions correspond to checks on the technological variable values. Actions are performed when a logical expression (a presentation rule), composed of atomic conditions, is evaluated. Actions mainly consist of the choice of the page generation method and the choice of the most suitable XSL stylesheet that will drive the XSL formatting.

Fig. 3 shows the multichannel module architecture. The request/response manager processes client requests (coming from either a wired or a wireless device) and drives the PD instantiation process, i.e. the selection of the information fragments and the transformation of the PDs into the set of corresponding PD\( \hat{n} \), according to the user position along the user behavior and the environmental dimensions. The instantiation process is fully described in [7]. The request/response manager passes the PD\( \hat{n} \) and the client requests to the PRE. The PRE checks the data in the user agent request field, identifies the client devices, and accesses the DKR to evaluate the technological variables. Then the PRE executes the presentation rules contained in the presentation rules repository, according to the ECA paradigm, and chooses the page generation method and the XSL stylesheet (picking it out from the stylesheet repository).

In the case of client-side formatting (page generation method \( c \)), the PRE passes both the XML data (the PD\( \hat{n} \)) and the selected stylesheet to the Request/Response manager, which in turn sends them to the client. In the case of server-side formatting (page generation methods \( a \) or \( b \)), the PRE activates the XSL processor, which converts the XML data according to the XSL directives, and then passes the formatted data to the Request/Response Manager, which in turn sends it to the client.
3 Conclusions

In this paper we proposed a data-centric model for adaptive hypermedia systems using the object-oriented paradigm and XML. In addition, we presented a modular architecture for the run-time support of the adaptation process.

In our model, an adaptive hypermedia is described considering a three-dimensional adaptation space, including user behavior, technology, and external environment dimensions. The adaptation process is performed evaluating the proper position of the user in the adaptation space, and transforming “neutral” XML pages according to that position. The main contribution of the model is a new approach to the description of adaptive hypermedia specifically concerned with a flexible and effective support of the adaptation process; the model integrates a graph-based description of navigational properties and an object-oriented description of the hypermedia, and uses a logical formalism to model knowledge-related aspects.
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Abstract. Currently, e-commerce web sites are integrators of heterogeneous information and services that are oriented to providing content aggregation. From a Model-Driven perspective, e-commerce applications need conceptual mechanisms that make it easy to describe, manage and reuse contents and services in order to deal with content aggregation at a higher level of abstraction. Our work presents conceptual modeling techniques that extend the OOWS navigational modeling by refining the navigational context definition and introducing the concept of information abstraction unit to specify the contents of web applications of this kind. These new abstractions provide powerful reuse mechanisms that produce considerable benefits because both development time and effort can be reduced. Finally, the paper presents some ideas to implement content aggregation taking these enhanced navigational models as input.

1 Introduction

Web sites like Fnac (www.fnac.com), Ebay (www.ebay.com) or Amazon (www.amazon.com) allow the user to buy different kinds of products such as books, DVD’s, software, etc. This kind of applications provides the user with web pages made up of several sections. In this way, web pages are built from the aggregation of diverse contents or information blocks. Each content defines a conceptual view that provides the user with a specific perspective of the product catalogue. Figure 1 shows the welcome page of the Amazon web site. This page provides the user with: (1) the latest product releases, (2) a list of future releases and (3) a list of news books releases.

From a methodological point of view, the most outstanding approaches (OOHDM [3], WebML [6], OOH [2], WSDM [1], UWE [7], etc.) focus their efforts on defining web applications from conceptual models that allow them to systematically obtain implementations. These approaches provide abstraction mechanisms that make it easy to conceptualize and develop the web applications allowing the analyst to specify hypermedial and functional requirements. The mechanisms for hypermedia modeling allow the analyst (1) to define web pages as conceptual schema views and (2) to interconnect these views to define the navigational structure of the web application. However, considering a web page only as a view of the conceptual schema makes difficult to specify aggregation of contents, where web pages are built as a composite of several conceptual schema views (see each numbered area in Figure 1). In this way, although some of the approaches mentioned above provide support in the design and/or implementation steps, none of them explicitly supports the specification of web applications with aggregation of contents in the conceptual modeling step.
In this work, we present conceptual modeling techniques that extend the OOWS (Object-Oriented Web Solutions) [4] navigational modeling by refining the navigational context definition and introducing the concept of information abstraction unit (IAU) in order to specify the contents for web applications of this kind. This new expressive capacity makes it easy to describe at a higher level of abstraction web applications with content aggregation. It also provides powerful reuse mechanisms that can reduce development time and effort. Following a Model-Driven Development (MDD [8]) approach, the paper presents some ideas to implement web applications that support content aggregation by taking these enhanced navigational models as input.

This paper is organized in the following way: section 2 introduces an overview of the OOWS method. Section 3 presents the concept of IAU to support content aggregation. In section 4 the different kinds of IAUs are presented. Section 5 introduces mechanisms to reuse IAUs. Finally, conclusions and future works are commented on in section 6. The Amazon web site has been taken as a case study to clearly map the new concepts and abstraction mechanisms and their implementation in a real web environment.

2 OOWS Overview

OOWS (Object-Oriented Web Solutions) [4] is the extension of an object-oriented software production method (OO -Method [5]) that introduces the required expressivity to capture the navigational requirements of web applications. In order to do this, OOWS introduces the Navigational Model that allows for capturing the navigation semantics in two steps: the “Authoring-in-the-large” (global view) and the “Authoring-in-the-small” detailed view).

The Authoring-in-the-large step refers to the specification and design of global and structural aspects of the web application. These requirements are specified in a Navigational Map that provides a specific kind of user with its system view. It is represented using a directed graph whose nodes denote navigational contexts and whose arcs denote navigational links or valid navigational paths. Figure 2 shows a piece of the navigational map for the Amazon web site related to an anonymous Internet User.
Navigational contexts (graphically represented as UML packages stereotyped with the «context» keyword) represent the user interaction units that provide a set of cohesive data and operations. In order to define the context reachability, we provide two types of contexts:

- **Exploration navigational contexts** (represented by an “E” label) represent reachable nodes from any node (see Figure 2, Welcome, Books, Electronics, Toys and Games and Home and Garden navigational contexts).
- **Sequence navigational contexts** (represented by the “S” label) can only be accessed via a predefined navigational path by selecting a sequence link. For instance, in Figure 2 we can see the Book Description context, which can only be accessed from Books or Welcome navigational contexts following the solid arrows defined among navigational contexts.

The navigational links (navigational map arcs) represent context accessibility or “navigational paths”. There are two types of navigational links:

- **Sequence links** or “contextual links” (represented by solid arrows) which define a semantic navigation between contexts. Selecting a sequence link implies carrying contextual information to the target context (e.g. the object that has been selected, the source navigational context, etc.).
- **Exploration links** or “non contextual links” (represented by dashed arrows) which represent an intentional change of task by the user. They are implicitly defined from the root of the navigational map (depicted as a user) and terminate in an exploration context. When an exploration link is activated, no contextual information is carried to the target context. One of these links can be defined as default or home (graphically represented by an “H” label). When this occurs, the user automatically navigates to the exploration contexts when the user connects to the system (see Figure 2 Welcome context).

Following the specification in Figure 2, when an anonymous Internet User connects to the Amazon web site, he automatically navigates to the Welcome navigational context. From this context, the user can reach the exploration contexts (Books, Electronics, Toys and Games and Home and Garden) through the exploration links. Also, the user can navigate to the Book Description, the DVD Description or the Software Description navigational contexts by means of the sequence links (contextual links) that carry a selected object to get additional information about it.

The “Authoring-in-the-small” step refers to the detailed specification of the contents of the navigational contexts. The following section presents how these contexts must be defined in order to achieve content aggregation.
3 Navigational Contexts with Content Aggregation

In order to support content aggregation, navigational contexts should be considered as user interaction units which provide access to several information abstraction units. An information abstraction unit (IAU), stereotyped with the «iau» keyword, represents a specific view on the class diagram. Each IAU is made up of a set of navigational classes that represent class views (including attributes and operations). These classes are stereotyped with the «view» keyword. Figure 3 shows the navigational context corresponding to the welcome page of the Amazon site: the Welcome navigational context. It is defined using three IAUs: Latest Releases (corresponding to area 1 in Figure 1), Future Releases (corresponding to area 2) and New Books Releases (corresponding to area 3). Figure 3 also shows the Latest Releases IAU definition (that provides information about the latest product releases) and the New Book Releases IAU definition (that provides information about the new books). Future Releases IAU definition has been omitted due to space problems.

![Diagram](image)

Fig. 3. Welcome navigational context and Latest Releases and New Book Releases IAUs.

Each IAU has one mandatory navigational class, called manager class (see Figure 3, Product class in the Latest Releases IAU and Book class in the New Book Releases IAU) and optional navigational classes that provide complementary information to the manager class. These classes are called complementary classes (see Figure 3, Book, Software and DVD classes in Latest Releases IAU and Author class in New Book Releases IAU). Moreover, selection filters (expressions that allow us to select specific objects) can be defined in OCL upon an object population which has been retrieved by a navigational class (see Figure 3, lower side of both IAUs manager class, “self.latestRelease=True” in Latest Releases IAU and “self.newRelease=True” in New Book Releases IAU).

Navigational classes must be related by unidirectional binary relationships, called navigational relationships. They are defined over existing aggregation/association/composition or specialization/generalization relationships. There are two kind of navigational relationships:
(1) A context dependency relationship (graphically represented by dashed arrows) which represents a basic information recovery by selecting a structural relationship between two classes. When a context dependency relationship is defined, all the instances related to the source class are retrieved. Relationships of this kind do not define any navigation capability. Figure 3 shows four context dependency relationships: Product-Book, Product-DVD and Product-Software relationships in Latest Releases IAU (defined over specialization relationships), and Book-Author relationship in New Book Releases IAU (defined over an association relationships).

(2) A context relationship (graphically represented by solid arrows) which represents the same information recovery as a context dependency relationship plus a navigation capability to a target navigational context, creating a sequence link in the navigational map. Figure 3 shows four context relationships: Book-Book, DVD-DVD and Software-Software relationships in Latest Releases IAU and Book-Book relationship in New Book Releases IAU. In these cases, no complementary information is retrieved but these contextual relationships create links to the target contexts (Book Description, DVD Description, Software Description (Latest Releases IAU) and Book Description (New Book Releases IAU)) that provide more detailed information about products.

**Implementation Issues.** Welcome context implementation has been presented in Figure 1. According to the Latest Releases IAU definition (see Figure 3, Welcome context specification), the web page must specify each product providing its description, a small image of it and, its name (if the product is a book or some software) or its title (if the product is a DVD) (see area 1 in Figure 1). In addition, when a user clicks on a product (a book, a software product or a DVD), Book Description, Software Description or DVD Description contexts will be accessed (by means of the context relationship). These navigational contexts provides more information about the particular product selected by the user.

According to the New Books Releases IAU definition, the web page must specify each book providing its name, a small image of it and (due to the context dependency relationship) its author’s name and surname (see area 3 in Figure 1). In a similar way, when a user clicks on a book, Product Description context will be accessed (by means of the context relationship). This navigational context provides more information about the particular book selected by the user.

### 4 Categorizing IAUs

It is necessary to distinguish between IAUs that give support to contextual navigation and those that do not. Contextual navigation carries the information of a selected object (from the source context) to a target context. This contextual information must be captured by an IAU in order to show specific information concerning the selected object. In this way, there exist two kinds of IAUs:

- **Contextual IAUs** (represented by the “C” label) are IAUs that instantiate the manager class\(^1\) to the object that is received as contextual information through a contextual navigation. One contextual IAU is required in all sequence navigational contexts.

---

\(^1\) The manager class of this IAU must be the same as the received object class.
Non-contextual IAU (unlabeled): are IAU's that do not depend on the contextual information received by the navigational context. They provide the information for all the objects belonging to the manager class population. Non contextual IAU's can be defined in any navigational context.

IAU's presented in the Welcome navigational context (see Figure 3) are both non contextual IAU's. Figure 4 shows the Book Description navigational context. This context is made up of two contextual IAU's: Book and Best Value. When a user selects a book from the Welcome context (from Latest Releases or New Book Releases IAU's, see Figure 3), the user navigates (see sequence link in Figure 2) to the Book Description navigational context (see Figure 4) and the selected book is taken along. This book is instantiated in the manager class of the Book and the Best Value IAU's (represented as contextual IAU's) showing specific information about it. In the Book IAU the Small_Img, Name, the List Price, the Price, the Availability attributes, the Author's Name and Surname and the Delivering and the Payment Description are shown. On the other hand, the Best Value IAU shows information about special promotions that allow the user to save some money if he/she buys this book and other one together.

![Diagram of the Book Description navigational context.](image)

**Fig. 4. Book Description navigational context.**

**Implementation Issues for IAU Categorization.** Figure 5 shows the Web page corresponding to the Book Description context implementation. This page is provided to the user when he selects a book from the Welcome page (see Figure 1).

Area 1 shows the specific information retrieved by the Book contextual IAU (see Figure 4). This information relates to the book information specified by means of the class attributes of the Book IAU definition. In addition, access to on-line buying is also provided (Buy() service) through a button. The layout and graphical representation of the information and services are implemented following specific presentation pattern specification defined in our Presentation Model [4].

Area 2 presents the implementation of the contextual Best Value IAU (see Figure 4). In such a case, the information about a special sale promotion of the received book is showed.

During the building process of a Web application with content aggregation, some of these contents can be reused to specify and implement several pages. For instance,
due to a marketing strategy, information about the new books is shown on several pages of the Amazon web site. In order to support these marketing requirements, we can (1) define this information in each navigational context or (2) reuse the New Book Releases IAU that provides this information. Abstract mechanisms to reuse IAU are presented in the following section.

![Figure 5. Book Description context implementation.](image)

### 5 Reuse Mechanisms

Introducing IAUs into the OOWS navigational model allows us to provide some mechanisms to reuse contents at a high level of abstraction. These mechanisms allow us (1) to specify new navigational contexts and/or (2) to specify new IAUs taking a predefined IAU as an input.

1. **Specifying New Navigational Contexts:** an IAU specified in a navigational context can be used to define other new contexts. In this way, a new navigational context can be made up of: (1) new IAUs (mandatory option for the navigational context which is specified first) or (2) IAUs specified in other navigational contexts.

2. **Specifying New IAUs Through Specialization:** new IAUs can be defined taking an already defined one as a basis. We do this by extending the IAU definition by means of specialization mechanisms: the specialized IAU inherits a parent IAU definition. It can be refined to adapt the retrieved information, services and navigation capabilities to the needs of a particular navigational context. IAU specialization is performed by means of some kind of `is_a` operator and using the following operations:

   - Adding/Removing information (navigational class attributes)
   - Adding/Removing functionality access (navigational class services)
   - Adding/Removing/Redefining population selection filters (navigational class filters)
   - Adding/Removing navigational complementary classes
   - Adding/Removing context dependency relationships
   - Adding/Removing context relationships
In Figure 6, we can observe Books navigational context. In order to define this context, New Book Releases IAU, which is specified in Welcome context (see Figure 3), has been reused including a reference to it (depicted as a box with the «iau» stereotype and the name of the IAU). In this way, we are giving support to marketing requirements which suggest showing information about the new book releases in this navigational context. Figure 7 shows the Books context implementation. In this figure we can see that the information in area 2 is the same as the information that appear in area 3 of the Figure 1 (new books releases information that corresponds to the New Book Releases IAU). Area 1 shows the name, the small image and the description of some other books of the Amazon catalogue. This information corresponds to Books IAU definition.

6 Conclusions

Currently, marketing policies have made that web sites become applications that provide the user with web pages made up of different views of the same information (contents). Due to the interest in specifying and developing appropriate web applications with content aggregation, we have proposed a solution from the conceptual modeling perspective in order to give methodological support for the construction of applications of this kind.

This solution refines the navigational context definition presented by the OOWS approach by introducing the concept of information abstraction unit (IAUs) in order to allow for the representation at the conceptual modeling step, of different and
heterogeneous contents that can define a whole web page. This approach redefines the navigational context as a conceptual abstraction that can be built using multiple IAUs. Also, the IAU allows us to carry out content reuse mechanisms, making it easier to give support to marketing requirements.

We have applied these extensions to a real case study (the Amazon web site, www.amazon.com) where it is necessary to provide the user with different views of its product catalogue (news products releases, products on sale, the most sold products, etc) in single web pages. We have built the navigational model of the web site (using the OOWS approach), including the extensions for both the aggregation of contents and the reusing mechanisms. Furthermore, we have introduced intuitive mapping mechanisms to give support to the implementation of the primitives introduced at a conceptual level.

As future work, it would be necessary both to extend the presentation patterns that OOWS Presentation Model provides to attach them to the IAUs and to detect presentation relationships and dependencies between different IAUs in the same navigational context.
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Abstract. Recommendations in e–commerce collaborative filtering are based on predicting the preference of a user for a given item according to historical records of other user’s preferences. This entails that the interpretation of user ratings are embodied in the prediction of preferences, so that such interpretation should be carefully studied. In this paper, the use of bipolar scales and aggregation procedures are experimentally compared to their unipolar counterparts, evaluating the adequacy of both techniques with regards to the human interpretation of rating scales. Results point out that bipolarity is closer to the human interpretation of opinions, which impacts the selection of recommended items.
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1 Introduction

Recommender systems in e–commerce are aimed at helping customers by suggesting them products that could be of their interest, according to some algorithm the operates on navigation or purchase history or any other kind of data regarding products and customers. More specifically, collaborative filtering (CF) techniques [8,10,5] analyze preference data for the purpose of producing useful recommendations to customers. CF systems proceed by first matching the target user against the user database to discover neighbors – i.e. users that have historically had similar preferences –, and then recommending products that neighbors like, since it is assumed that the target user will “probably” also like them [9]. Other recommendation approaches are content–based, i.e. they use some kind of semantic representation of the product descriptions and use them as a source of similarities for the task of selecting recommendations. Content–based and preference–based techniques are complementary, as demonstrated in existing recommender systems, e.g. [7].

The rationale behind collaborative filtering algorithms has been said to be the automation of the process of “word-of-mouth”, by which people recommend products or services to others with similar taste [10], so that preferences (either explicitly or implicitly collected) are the main source for recommendations. But
in most current e-commerce systems, customers are not informed about the identity of their neighbors, so that “reputation” in trusting recommendations is not exploited, and in fact, it would be almost impossible to use in practice, due to the large population of users and the generalized unwillingness to reveal oneself’s identity. In consequence, the mathematical models used to predict user preferences only deal with past recorded preferences, which are in most cases expressed in numerical scales, e.g. \{1, 5\} or \[1, 5\]. If we look at the problem from the perspective of modeling human trust processes, it can be hypothesized that the interpretation of such scales and the volume of neighbors that are taken into account for each given recommendation – among other aspects – influence the trust of customers with regards to the “quality” of the recommendation. The latter aspect has been somewhat addressed in the diverse techniques designed to overcome the so-called latency problem – i.e. the problem of how CF system should behave when they have low volumes of historical data –, but the former one remains largely neglected.

In this paper, the polarity in the interpretation of numerical preference scales is studied from the perspective of its influence in the degree of trustworthiness of preference predictions, provided that explanation details for them (like those described in [3]) are showed to customers. The main objective of such inquiry is to come up with some evidence to devise CF algorithms that behave more closely to humans in the process of inferring preferences from the judgements of anonymous peers, eventually resulting in more “commonsensical” approaches to generate and explain recommendations. At the best of our knowledge, this is the first study regarding polarity in e-commerce ratings used for recommendation. The consideration of polarity in ratings may eventually result in more “conservative” recommendations, that tend to penalize the recommendation of an item that has received ratings in the “negative” part of the scale, thus avoiding compensation. This points out to the necessity of combining bipolar interpretations with a notion of ‘democracy’ as the one used in RACOFI [1].

The rest of this paper is structured as follows. Section 2 details the overall motivation for the present research, and Section 3 describes a concrete experimental study that provides evidence of the influence of polarity in the human judgement of preference predictions. Finally, conclusions and future research directions are sketched in Section 4.

2 Bipolar Aggregation

Versus Unipolar Preference Predictors

The goal of a CF algorithm is that of predicting the degree of preference of a given item or product for an specific user based on the user’s previous likings and the opinion of other like-minded users. A typical CF setting consists on a set of users \(U = \{u_1, \ldots, u_m\}\), a collection of items \(I = \{i_1, \ldots, i_n\}\), and a collection of ratings that can be modeled as a relation \(R\) as defined in expression (1), where \(S\) denotes the rating scale used.

\[
R : U \times I \rightarrow S
\]  

(1)
Typical scales are integer or real intervals, so that they can be normalized to other intervals without losing information (this is used in this paper only for notational convenience). The relation $R$ is usually incomplete, so that many ratings for pairs $(user, item)$ are actually missing (simply because users normally rate explicitly only a small portion of the item database). This leads to implementing prediction of ratings, in which $R$ is considered to produce as output the explicit rating of a user (if available) or an estimation (prediction) based in the collection of explicit ratings, so that the relation can be defined in terms of a rating matrix $M$ storing the explicit ratings, and resorting to a prediction algorithm for missing values – see expression (2).

$$R(u, i) = \begin{cases} M[u, i] & \text{if } M[u, i] \neq \text{null} \\ \text{pred}(M), & \text{otherwise} \end{cases}$$

Score prediction processes in collaborative filtering (i.e. $\text{pred}$ functions) – like the classical Pearson correlation–based one described in [8] – can be considered as complex aggregation processes that take as input the history of ratings and produce the “expected” rating for a concrete item of a specific user, which serves as a basis for recommendation decisions. In fact, lightweight approaches like the one described in [1] are also based on historical records.

Bipolar aggregation operators [6] act on the interval $[-1,1]$ instead of the unipolar unit interval, dealing with positive, supporting information as well as negative, excluding one. This difference may influence significantly rating predictions due to the consideration of negative ratings as inhibitors of preference matching, in what can be considered as conservative strategies to prediction. This has lead us to study the influence of bipolarity in CF settings. More concretely, the first two research questions addressed are described in what follows.

**Hypothesis 1** Users of e–commerce sites interpret rating scales as bipolar ones, with negatives acting as inhibitors of recommendation.

**Hypothesis 2** The use of negative weights according to bipolar scales is interpreted by users as more adequate than unipolar interpretations.

The first hypothesis is directly connected with the human interpretation of rating scales in e–commerce, and the second one complements it by suggesting that the bipolar interpretation positively influences prediction “appropriateness” as seen by users.

Previous work have raised research questions about the provision of explanations for CF recommendations [3] showing users the rationale for the prediction process, but always operating on a unipolar interpretation. Our current focus introduces a new variation in existing models that could affect the whole prediction process.
3 Experimental Study

In this section, the results of an experimental study aimed at gathering evidence about hypotheses 1 and 2 are described. The study used the large MovieLens\textsuperscript{1} rating database that contains more than a million ratings from approximately 3.900 movies made by 6.040 users.

3.1 Experimental Design

Hypothesis 1 states that the interpretation of the rating scales is bipolar (at least in a significant proportion). This is to say that the scale is interpreted as having a “neutral” element that distinguishes between two opposite notions, as in “good/bad”, rather than being interpreted in unipolar, comparative terms as in “more satisfactory than”. Bipolarity has been studied in attitude measurement, and the the mid–point on bipolar scales is considered to “represent the neutral point in attitude”\cite{11}, so that we will follow a similar initial assumption for ratings.

The experimental design for this first question was based on asking participants to assess rating exemplars. Concretely, there were obtained five significant ratings for each participant, extracted from the MovieLens database (using the prediction procedure described in \cite{5}), and distributed over the rating interval to prevent biases related to the distribution of predictions.

Users were asked to assess two related aspects about each of the examplars:

- To classify them as “good” or “bad” films according to their (aggregated) rating, allowing for any arbitrary linguistic hedge to be added to the rating.
- To answer weather a “negative” (i.e. lower than the midpoint) rating should influence negatively her decision to recommend the item to other users, below the averaging of the ratings.

These questions provided a measure of the bipolar interpretation of the ratings, along with its intensity of influence in consuming decisions. To avoid biases, it was required that the users had neither watched the movies nor have heard previous comments about them. An example set of ratings for question 1 could be (1.05, 1.99, 3.07, 4.0, 4.98), which are (approximately) distributed over the rating interval.

The second question was investigated through a comparison between two lists of ratings that yield the same average rating, but with one of them having greater variance (due to some negative ratings, compensated with positive ones).

Hypothesis 2 is aimed at measuring the comparative “rationality” of predictions for two standard $pred$ functions that differ in the consideration of bipolarity. In this case, experimental design requires the presentation of concrete prediction cases to users, describing the history of ratings for each concrete situation, and asking them for which prediction is seen as more acceptable. In addition,

\textsuperscript{1} Available at http://www.cs.umn.edu/Research/GroupLens/
the number of ratings used for each prediction is fixed to a specific constant, to isolate the study from the influence of the size of the ratings database. In order to make the procedure feasible and non-biased, the details of the computation procedure are not disclosed to participants. The mathematical models used for the comparison are based in the classical *GroupLens* heuristic described in the seminal paper [5]. Expression (3) shows the model for predicting the rating to item $l$ by user $u$, where correlation coefficients (between each pair of users $a$ and $b$) are in the form described in (4), being $v_{x,y}$ the explicit rating element $M[x,y]$ and $\bar{v}_x$ is the average rating of user $x$.

$$p_{u,l} = \bar{v}_u + \frac{\sum_{i \in U} (v_{i,l} - \bar{v}_i) w(u,i)}{\sum_{i \in U} |w(u,i)|}$$

$$w(a,b) = \sqrt{\frac{\sum_{j \in I} (v_{a,j} - \bar{v}_a)(v_{b,j} - \bar{v}_b)}{\sum_{j \in I} (v_{a,j} - \bar{v}_a)^2 \sum_{j \in I} (v_{b,j} - \bar{v}_b)^2}}$$

Bipolarity in expressions (3) and (4) can be introduced by changing the one to five scale to $[-1,1]$ by the simple transformation $y = \frac{x}{2} - 1.5$, but this by itself do not change the interpretation of ratings under zero as negative. An additional transformation is required to differentiate the influence of negative ratings in the overall prediction. We have chosen not to change the correlation coefficient in (4) to avoid changing its robust interpretation of matching profiles, so that it is expression (3) which becomes modified. Expression (5) shows the simple change introduced, i.e.

$$p'_{u,l} = \bar{v}_u + \frac{\sum_{i \in U} (\Phi(v_{i,l}) - \bar{v}_i) w(u,i)}{\sum_{i \in U} |w(u,i)|} \quad \Phi(v_{i,l}) = \begin{cases} v_{i,l}, & v_{i,l} \geq 0 \\ \frac{v_{i,l}}{k}, & v_{i,l} < 0 \end{cases}$$

The $k$ value in (5) acts as a parameter of the influence of negative ratings in the overall prediction\(^2\). Values in the $[1,5]$ interval can be used to produce reasonable conservative variants of different intensity in large rating databases like *MovieLens*. For example, the predicted ratings for two specific user and item pairs are provided in Table 1.

<table>
<thead>
<tr>
<th>user, item</th>
<th>$k=1$ (unipolar)</th>
<th>$k=1.25$</th>
<th>$k=1.5$</th>
<th>$k=1.75$</th>
<th>$k=2$</th>
<th>$k=5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4, 1</td>
<td>3.28</td>
<td>3.18</td>
<td>3.08</td>
<td>2.98</td>
<td>2.88</td>
<td>2.48</td>
</tr>
<tr>
<td>7, 13</td>
<td>2.6</td>
<td>2.4</td>
<td>2.16</td>
<td>1.99</td>
<td>1.7</td>
<td>0.98</td>
</tr>
</tbody>
</table>

As illustrated in Table 1, the bipolar correction provides a slight modification for cases with a low proportion of negative ratings (row one), so that a significant

\(^2k\) could be also used to decrease the rating proportionally to its negative intensity, but we will not deal with this here.
amount of negative ratings is required to make a difference with the standard approach (row two). In consequence, the problem of finding an “ideal value” for $k$ is dependant on the profile of negative ratings in the database, and on the perception of users about the effect bipolarity should have in the final ratings. The second part of this study is intended to gather some initial evidence about this issue.

### 3.2 Results and Discussion

The profile of the users that participated in the study was that of students of Computer Science aged 20–35, and considered regular e-commerce buyers with around six to twenty purchases per year through the Web. Most often consumed product were books, music, video-games and movies. The experiment took place at one of the University laboratories. In what follows, the results and main findings are briefly described.

**Hypothesis 1.** Considering that a majority of e-commerce users can be properly represented by a 80% (this decision may seem controversial, but clearly represents a concept of ‘majority’ for the purposes of this study), the null hypothesis can be formulated in terms of the proportion of individuals that provided a (consistent) bipolar interpretation to samples.

Thus, we have $H_0^1: bipolar \geq 0.8$ and $H_1^1: bipolar < 0.8$. With a significance level $\alpha = 0.05$ and using a $z$-test we have that $z = \frac{p - \pi_0}{\sqrt{\pi_0(1-\pi_0)/n}} = \frac{0.77 - 0.8}{\sqrt{0.8 \cdot 0.2 / 123}} = -0.766$ which does not entail the rejection of $H_0^1$. In addition, if we count as successes users that do not adhere to bipolarity having the value 3 as midpoint, but at a higher or lower value, the proportion of bipolar interpretations grows to 0.91 which is consistent with even stronger null hypotheses.

Several linguistic hedges were used by more than one user. Table 2 details the frequencies of the most employed ones (translated from the original Spanish expressions). The significant but not completely consistent frequency (i.e. the use of the same height for different numerical ratings depending on the user) of use of a number of linguistic hedges suggests that the intensity of positive and negative polarities have not clear boundaries.

<table>
<thead>
<tr>
<th>hedge</th>
<th>frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>very</td>
<td>62</td>
</tr>
<tr>
<td>rather</td>
<td>53</td>
</tr>
<tr>
<td>extremely (translated from the slang “super”)</td>
<td>32</td>
</tr>
<tr>
<td>not very</td>
<td>12</td>
</tr>
<tr>
<td>spanish superlative</td>
<td>9</td>
</tr>
</tbody>
</table>

The second question was used to study the relation between bipolar interpretations and recommendation decisions. A simple $\chi^2$ test between two variables,
called $X = \text{bipolar}$ and $Y = \text{negative}$ respectively – with $Y$ being the users that think that below–midpoint values should influence (negatively) the final recommendation of the item – can be used to assess such relationship, with $H_0^1: \chi^2 = 0$ and $H_1^1: \chi^2 > 0$. Given $\alpha = 0.05$, $\chi^2 = 10.258$, which has a significance level below 0.005 for $df = 1$, so that we can consider to have some degree of interaction between the criteria.

Results for Hypothesis 1 point out that a significant proportion of users do interpret common one–to–five rating scales (like the one used in Amazon\textsuperscript{3}) as bipolar. Results for question 2 of hypothesis one points that bipolarity is interpreted as “negative” information influencing recommendations below average–based compensation. Both results can be considered as evidence in favor of devising bipolar approaches to recommendations, as the straightforward one studied in Hypothesis 2.

**Hypothesis 2.** A sample of 25 predictions from MovieLens were used for this part of the study, reasonably covering the domain of resulting ratings. Then, the results of the original unipolar prediction algorithm (in which $k = 1$) were put together with the results of a number of parameterized bipolar versions with $k \in \{1.25, 1.5, 1.75, 2, 5\}$. The examples were presented to the users, providing the frequencies of ratings for each value in the one to five point scale that were used to compute the predictions.

Table 3 provides the results of the study in terms of frequencies of first and second–option selection of each prediction version.

<table>
<thead>
<tr>
<th>Preferred option frequencies ($o_1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=1$ (unipolar)</td>
</tr>
<tr>
<td>16</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Second–best option frequencies ($o_2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=1$ (unipolar)</td>
</tr>
<tr>
<td>19</td>
</tr>
</tbody>
</table>

Table 3 can be interpreted as a tentative degree of acceptability of bipolar interpretation intensity. Such acceptability is showed in Figure 1, in which the results from both a least–square (LS) and a fuzzy regression method [4] are depicted. The LS regression obtained the expression $a = -164.2 + 282.3 \cdot k - 93.71 \cdot k^2$, where $a$ represents the values of $o_1 \cdot o_2^2$, which here is intended to represent “strength of preference” for a value of $k$. A fuzzy variant has been used just to try with an alternate method in which an explicit modeling of input imprecision can be used, but no significant divergences have been found. Such degree can be considered as an elicited parameter from users of the rating database, but further testing is required to assess its generality.

In any case, results evidence that negative interpretations are often considered as more appropriate than unipolar ones to a large extent, although the intensity of such interpretation is still subject to empirical adjustment.

\textsuperscript{3} http://www.amazon.com
4 Conclusions and Future Work

A bipolar interpretation of rating scales in the context of e-commerce entails slightly modified collaborative-filtering recommendation algorithms that are more conservative in the presence of negative ratings. A concrete study has been described in order to explore this issue and gather some initial evidence regarding the bipolar interpretation of rating scales and their perceived influence in final recommendations. Results point out that bipolarity may lead to recommendation strategies that are more consistent with the human interpretation of other’s ratings. It is commonly acknowledged that the most important errors to avoid in e-commerce recommendations are false positives – as pointed out in [9] –, since they may lead to “angry customers”. In consequence, bipolar approaches may eventually be more appropriate to reduce false positives, due to its consideration of negative ratings as inhibitors of the recommendation process.

Further studies are required to obtain a more general insight on bipolar-rating recommendations, extending both the user population and experimental setting and also covering other, more recent collaborative recommendation procedures [9]. In addition, future work should address the measure of accuracy called “AllBut1 Mean Average Error” [1] for different values of $k$ in existing rating databases.

Future work should also study the effect of considering bipolarity in the resulting amount of false positives generated by the recommender system, and in the concrete form of bipolar aggregation that best captures the human interpretation of positive and negative item assessment in concrete item categories and rating contexts. In the case of content–based approaches, bipolar decision operators [2] can be used to model complex situations.
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Abstract. This paper presents an application of text mining to support Competitive Intelligence (CI). A case study was built using the ETO System, which enables trade-related bodies to exchange information by e-mail. As this information is available in textual formats, we used text-mining tools to support the CI process. The strategy uses domain knowledge to extract concepts from the texts. A mining tool searches for patterns in concept distributions and correlations, aiding the identification of strategic information. The main contribution of the paper is the use of an inexpensive strategy to allow a competitive advantage to Small and Medium Enterprises with minimal cost.

1 Introduction

The Internet is becoming the basic infrastructure for communication among people and companies. The Web and the e-mail system offer a large and growing collection of texts containing a huge volume of useful information. The mainstream is to take advantage of this information source to discover new and useful knowledge. Organizations can find information to infer whether a market is saturated or whether there is a niche for acting. Changes in the information along the time, for example, may indicate companies’ strategies, new products being offered or old products being discontinued.

An outstanding trade data source is the Electronic Trading Opportunities (ETO) System [1]. The United Nations Trade Point Development Centre (UNTPDC) developed this system as a compensatory mechanism to the globalization processes. The ETO system provides assistance to Small and Medium Enterprises (SME), offering the same benefits that were previously only enjoyed by large organizations, enabling trade-related bodies to exchange information on a global basis, using semi-structured texts sent by e-mail. The ETO System connects many trade related bodies in more than 140 countries and generates more than 130,000 records monthly.

* This work was partially supported by CAPES, CNPq, and by research funding from the Brazilian National Program in Informatics (Decree-aw number 3800/01).
The use of this amount of information in an efficient way is the scope of Competitive Intelligence (CI). CI is a business activity whose goal is to provide strategic information about markets for management activities. Strategic information includes the company position in the market, its relation to other competitors and its status according to the customers’ opinion and a well-developed knowledge on products and services offers and demands [2]. In the current perspective of high competition among enterprises, information is the main resource for acquiring competitive advantage. CI observes who is acting (competing companies), what they are doing (products, services and strategies) and what are the opinions and feelings of the customers about these actions. This approach needs software tools to minimize the information overload.

In this paper we experimentally demonstrate the feasibility of analyzing the ETO messages using text-mining tools. The strategy is based on concepts instead of words, thus minimizing the vocabulary problem. In addition, the paper presents a mining strategy specially suited for CI processes.

2 Text Mining

Text Mining or Knowledge Discovery in Texts [3] is an emerging area for dealing with textual information. Its goal is to find unexpected and interesting patterns in textual collections. Text mining techniques can help in CI processes. The approaches of Feldman et al. [4] and Lin et al. [5], for example, uses text-mining tools for analyzing statistical distribution of terms in a textual collection of economic news. In this case, names of countries frequently appearing together in documents may indicate commercial associations between them. Similarly, Moscarola et al. [6] analyses keyword distributions in patent registries to discover strategies of competing companies. Then, most frequent words can lead to saturate markets and rare words can reveal special activities. Words that appear frequently together raise the hypothesis of special associations between themes, areas, products or companies. Watts and Porter [7] make technological forecasting through bibliometric measures. Statistics about texts are used to understand the life cycle of certain technologies. Names indicate organizations acting in a specific field and citations lead to important people or organizations (authorities in a field).

However, these techniques and tools are based on words, that is, statistical techniques are applied over terms resulting of a lexical analysis. When words are analyzed independently, the context is lost. This leads to the vocabulary problem, a problem considered for a long time. Furnas et al [9], for example, identified the vocabulary problem in vocabulary-driven interactions. As discussed in [10; 11], the language may cause semantic mistakes due to synonymy (different words for the same meaning), polysemy (the same word with many meanings), lemmas (words with the same radical) and quasi-synonyms (words related to the same subject, object or event, like “bomb” and “terrorist attack”).

The strategy proposed in this paper uses a concept-based technique for discovering knowledge in texts of e-mail messages, allowing qualitative and quantitative analyses over the content of a textual collection.

Concepts belong to the extra-linguistic knowledge about the world and can be expressed by a language, and are determined by the environment, activities, and culture of the people who speak that language [12]. So, the use of concepts depends on who
is doing that, for what purpose and in what context. A concept, in a short definition, may be characterized as a mental model associated to a real world entity. There are many and different approaches to express mental models. However, we are interested in a simple structure that allows us to represent real world objects, trends, events, thoughts, intentions, opinions and ideas easily and with a certain degree of quality for the discovery process. They help the user to explore, examine and understand the contents of talks, documents etc. Chen, for example, uses concepts to identify the content of comments in a brainstorming discussion [13].

We use the vector space model [10; 14] to represent concepts. So each concept is stored as a set or vector of terms. We have decided to use a non-ordered vector, assuming that all terms inside a concept description are related to each other in the same degree. The decision for this structure is to simplify classification and categorization tasks.

The approach presented here combines a categorization task with a mining task. Categorization identifies concepts in texts and mining discovers patterns by analyzing and relating concepts distributions in a collection, creating association rules. In the next section, the strategy for CI processes is presented in details.

3 A Text Mining Strategy for Competitive Intelligence

The fundament of the “light” strategy is to use a concept-based text mining approach over the ETO’s messages. The main decision was to use an approach accessible to small and medium-sized enterprises in developing countries, without the need to buy expensive information retrieval software. The approach allows qualitative and quantitative analyses on the content of a textual collection. Qualitative analysis identifies concepts present in the texts and quantitative analysis extracts patterns in concepts distributions through statistical techniques. Then, comparisons help to identify different characteristics that can be used as competitive advantages. The strategy is segmented in the following steps: pre-processing (text retrieval and data normalization), concept extraction, pattern mining, definition and execution of rules to extract relevant data for each concept, and evaluation and analysis of the results for CI.

3.1 Pre-processing

This step combines data retrieval and data cleansing sub-processes. The first is used to collect (retrieve) the texts that will be used in the next steps, according to their source and type. If the quantity of documents is very large, it is possible to select only a sample of them, using statistical sampling techniques. After the documents are collected it is necessary to clean them, to exclude unnecessary information like prepositions, articles, conjunctions, adverbs and other frequently used words, plus ETO domain specific and structural words. These words are named stop words and they are excluded in the stop word removal process.

3.2 Concept Extraction

The purpose of this step is to identify concepts present in texts. However, documents do not have concepts explicitly stated, but instead they are composed of words that represent the concepts. As concepts are expressed by language structures (words and grammars), it is possible to identify concepts in texts analyzing phrases [12].
Considering that many concepts can be found in a document and that the user has specific needs, the first thing to do is to define the concepts that are relevant to him. The user must express which words and expressions indicate the presence or absence of each concept he is interested to extract from the System. To help the user in this process, it is necessary to analyze some ETO that belong to the context of the user’s business and look for the most frequent words of a document or a set of documents.

Combining this analysis with clustering techniques [15], which are able to identify clusters of co-related documents, it is possible to identify the most relevant words to define a concept. The idea is that documents belonging to the same cluster have the maximum probability of having the same concept(s). Thus, their words have also a high probability of belonging to the same concept(s). A cluster concept can be identified by analyzing the most frequent words in the cluster centroid (a set of the most frequent words belonging to all documents in the cluster). The other words in the centroid can be used as concept descriptors.

After the concepts are identified they can be expressed and modeled by rules. Rules combine positive and negative words that indicate the presence or the absence of concepts in individual phrases. If the concept is present more than once in a text, the total counting is used to define an associative degree between the text and the concept, indicating how much a concept is referred by a text.

### 3.3 Pattern Mining

The goal of this step is to find interesting patterns in concepts distributions inside a collection or sub-collection. A used technique is the concept distribution listing, which analyses concept distributions in a group of texts. A software tool counts the number of texts where each concept is present, generating a vector (the centroid) of concepts and their frequencies inside the group. This technique allows finding what dominant themes exist in a group of texts. Also we can compare one centroid to another to find common concepts in different groups or to find variations in distributions of a certain concept from one group to another. Other possible usage is to find differences between groups, that is, concepts present in only one group (exclusive concepts).

Another used technique is association, which discovers associations between concepts and expresses these findings as rules in the format \(X \rightarrow Y\) (\(X\) may be a set of concepts or a unique one, and \(Y\) is a unique concept). The rule means "if \(X\) is present in a text, then \(Y\) is present with a certain confidence and a certain support". Following the definitions of [5] and [8], confidence is the proportion of texts that have \(X\) AND \(Y\) compared to the number of texts that have only \(X\), and support is the proportion of texts that have \(X\) AND \(Y\) compared to all texts in the collection. Confidence is similar to the conditional probability (if \(X\) is present, so there is a certain probability of \(Y\) being present too). This allows predicting the presence of a concept according to the presence of another one.

### 3.4 Rules to Extract Relevant Data Associated with Concepts

Each message belonging to the concept(s) selected by the user may contain much relevant information. In this case, the user must specify which information he wants or needs for each concept chosen. So, each concept may have specific information to be extracted. Let’s consider an example: imagine the user needs to know the “price”
and the “battery” type of all offers related to “notebook computers”. This necessity of information is specific to this particular concept. When this concept is identified in a message this information should be extracted. The user may have different needs of information for different concepts. For another concept like “Manufacturer”, for example, the need would be “Address”, (maybe) “Product” and “Phone”. More details on this approach may be found in [16].

The creation of rules for extracting different types of information for each concept is the central point to the success of the extraction process. The rules must be defined and constructed by the user with the aid of an expert in the field of his business (probably himself). After the identification of association of words is performed, the user must examine the results looking for words or concepts associated to the concept he is interested in. If he is interested in “laptops”, for example, he should look for associations like: Laptop \( \rightarrow \) price (35%) and Laptop \( \rightarrow \) weight (100%).

The idea behind this method is that associations that have high support indicate that almost all documents within the concept chosen have the associated information and this information may be important. Of course this is only a technique used to aid the rules construction process. The expert must do the final decision and refinement.

It is important to state clearly that these rules, beyond retrieving the most important and relevant information to the user, according to the context of the message (its concepts), allow the user to read only the subset of messages considered to be related to the concepts of interest. This is extremely interesting in case the number of messages is very high. In this case, only the most important information of each message is extracted and the user obtains a summary or a report of the information received [17].

### 3.5 Analysis of the Results for CI

In the competitive intelligence arena the concept analysis allows identifying players within a market, products, services, their characteristics, benefits, and events of the real world, vendors’ strategies, opinions of people and media companies. The associative technique is useful to find strong correlations between themes, for example: “people complaining about certain product always refer to a special problem”.

A textual collection can be divided in many sub-collections according to various conditions. For example, groups of texts can be composed according to different time periods, the presence of specific words or the presence of specific concepts.

This segmentation helps to compare strategies looking for common themes or differences (saturated markets, niches of market, most popular products, and new services). Analyzing sub-collections composed by companies Web sites allows understanding how themes are being dealt by each company, which themes are more important for each one, how different is this degree of importance, which themes are common to many companies, and which ones are exclusive of only one company. If sub-collections represent time slices, variations in a concept distribution can lead to changes in strategic plans or goals (new companies or products, themes losing importance, discontinuing services, changes in the competitors’ marketing strategy).

### 4 Case Study

The evaluation protocol was conceived taking into account the methodology stated in the previous sections. Its objective was to validate the proposed methods and ap-
proaches. In this section we detail how each step described above was conducted with data acquired from the ETO System.

4.1 Pre-processing

In this experiment we retrieved 2101 e-mail messages sent by the ETO System. The collection was composed basically of business opportunities containing offers (product’s information and sales catalogs). Each message has a unique content. All stop words and numbers were removed.

4.2 Concept Extraction

Some of the messages retrieved from the ETO System have been processed to discover the most frequent subjects. Such processing was executed both manually (checking each message subject field) and automatically with the aid of automated clustering algorithms for evaluation purposes. Both approaches identified “computer” as the area of the majority of the ETO. This concept (area) was selected, so we could test our approach. Then, after the methodology efficiency was evaluated, other least frequent subjects were analyzed.

The next step consisted of the identification and definition of relevant concepts and terms associated with the most frequently subjects discovered in the previous steps. As previously stated a concept is defined by a set of terms. In this step, we checked the messages looking for the frequency of terms in all documents where the term “computer” appeared (91 from the set of 2101 documents). Then the most frequent words were used to compose the “computer” concept. Table 1 shows some of the terms found.

**Table 1.** Selection of the list of terms present within documents containing the word “computer”.

<table>
<thead>
<tr>
<th>Term (Word)</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer</td>
<td>1.0</td>
</tr>
<tr>
<td>Laptop</td>
<td>1.0</td>
</tr>
<tr>
<td>Notebook</td>
<td>1.0</td>
</tr>
<tr>
<td>Celeron</td>
<td>0.5</td>
</tr>
<tr>
<td>Celleron</td>
<td>0.2</td>
</tr>
<tr>
<td>MHZ</td>
<td>0.5</td>
</tr>
<tr>
<td>Pentium</td>
<td>0.8</td>
</tr>
<tr>
<td>MMX</td>
<td>0.5</td>
</tr>
<tr>
<td>PII</td>
<td>0.5</td>
</tr>
<tr>
<td>PIII</td>
<td>0.5</td>
</tr>
<tr>
<td>CPU</td>
<td>0.8</td>
</tr>
</tbody>
</table>

The table content produces the following rule:

\[
\text{Computer} \leftarrow +\text{computer} (1), +\text{laptop} (1), +\text{notebook} (1), +\text{celeron} (0.5), +\text{celleron} (0.2), +\text{Mhz} (0.5), +\text{Pentium} (0.8), +\text{PII} (0.5), +\text{PIII} (0.5), +\text{CPU} (0.8)
\]

It is possible to see in this list that any misspelling errors can be taken into account (e.g. celleron). If the expert identifies that a significant amount of documents contains this error. The expert must aggregate the misspelling errors to reach a correct frequency evaluation.
After the procedure explained in section two, the messages associated with the “computer” concept were retrieved. The processing of the whole set of words allows the analyst to reach a better knowledge about the concept. Perhaps new visions will be discovered by this inspection. The next paragraph contains an excerpt of the list of words used in the messages associated with the “computer” concept. This list was constructed using the methodology described in section two (proposed by [18]).

Computer ← +notebook (1), +laptop (1), +computer (1),
+VGA (1), +MMX (1), +PCE (1), +CD-ROM (1), +CD-RW (1), +DVD-ROM (0.5), +LCD (1), +monitor (1),
+memory (1), +intel (1), +celeron (1), +MHZ (0.5), +KB (0.5), +L2 (0.5), +PPGA (0.5), +CPU (1), +MB (1), +syncdram (1), +PCI (1)...

In the concept above there is a value associated to each term. This value is the weight of the term in the concept. The weight is the probability of the concept to be identified just by the presence of this term (weights are rated from 0 to 1). We performed a clustering technique in the result set in order to understand the “computer” concept.

The clustering process, a variation of the Stars algorithm described by [19], identified 25 clusters. Each cluster displayed significant words related to the ones already present in the concept. For example, one group contained messages related to the term “notebook”, and some of the words present in its centroid appeared relevant to this context (e.g. notebook, laptop, IBM, Dell, and Compaq). This technique could be used to create new sub-concepts associated to the “computer” concept (e.g. “notebooks”, “desktops”, “hardware”, “software”, “processors”, “storage” etc).

Through association analysis of concepts some hints of the most relevant information of each concept could be discovered and many associations were found. Among them we have selected only the ones related to the words that appeared in the concept definition. Table 2 shows some of the associations found.

<table>
<thead>
<tr>
<th>Computer</th>
<th>Laptop</th>
<th>Notebook</th>
</tr>
</thead>
<tbody>
<tr>
<td>computer → SDRAM</td>
<td>Laptop → MB</td>
<td>Notebook → SDRAM</td>
</tr>
<tr>
<td>(287)</td>
<td>(239)</td>
<td>(334)</td>
</tr>
<tr>
<td>computer → MB</td>
<td>Laptop → Computer</td>
<td>Notebook → MB</td>
</tr>
<tr>
<td>(263)</td>
<td>(55)</td>
<td>(247)</td>
</tr>
<tr>
<td>computer → PC</td>
<td>Laptop → notebook</td>
<td>Notebook → PC</td>
</tr>
<tr>
<td>(256)</td>
<td>(36)</td>
<td>(234)</td>
</tr>
<tr>
<td>computer → software</td>
<td>Laptop → equipment</td>
<td>Notebook → card</td>
</tr>
<tr>
<td>(100)</td>
<td>(42)</td>
<td>(60)</td>
</tr>
<tr>
<td>computer → keyboard</td>
<td>Laptop → monitor</td>
<td>Notebook → MHZ</td>
</tr>
<tr>
<td>(79)</td>
<td>(35)</td>
<td>(49)</td>
</tr>
<tr>
<td>computer → Pentium</td>
<td>Laptop → IBM</td>
<td></td>
</tr>
<tr>
<td>(74)</td>
<td>(24)</td>
<td></td>
</tr>
<tr>
<td>computer → laptop</td>
<td>Laptop → parts</td>
<td></td>
</tr>
<tr>
<td>(69)</td>
<td>(19)</td>
<td></td>
</tr>
<tr>
<td>computer → desktop</td>
<td>Laptop → price</td>
<td></td>
</tr>
<tr>
<td>(63)</td>
<td>(18)</td>
<td></td>
</tr>
<tr>
<td>computer → notebook</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(62)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Analyzing the association rules, it is possible to discover which words are correlated to other words. The numbers between brackets indicate the number of co-occurrences in the full collection. The Table shows that in the “computer” concept the most relevant information to be extracted is the configuration of the computer (amount of memory and the speed of the computer) as the high co-occurrence indicates.
4.3 Rules to Extract Relevant Data Associated with Each Concept

Based on the association rules found in the previous step, it is possible to identify the most relevant information to be extracted on each concept. In supplement, the expertise and interest of the decision maker will adjust the rules. A support toll, named SES [20], was developed to help the rules definition.

The extraction tool uses a set of rules with the following syntax:

\[
\text{If } \langle \text{condition} \rangle \text{ then } \langle \text{action} \rangle \text{ else } \langle \text{action} \rangle \text{ end}
\]

Each word of each input file is tested against the set of defined rules. If a rule is held then the action it contains is executed and part of the file is extracted. The condition of a rule is expressed in terms of searching conditions and verification conditions. When a searching condition is true, then its verification conditions are tested. The body of a searching condition consists of specified values of some parameters (i.e. Term, Format, Begin, End, and Type).

The first rules to be modeled are the ones relative to the producer of the message: the origin, the name, his intentions and ways of contact. To extract this information the rules incorporate conditions on the mandatory e-mail header fields. For example, the rule \(\text{if searchString(From,FmFree,1,5) and verifyChar(:, FmFree,1,1,Word,Aft) then Copy(1,Line,Aft,Nalt,FROM)}\), states that if the pattern “From:” occurs in any of the first 5 lines of the text, then all the line where it is found must be extracted. Some other rules like that were modeled to search for other “hint terms” which could indicate the presence of relevant information.

4.4 Evaluation and Analysis of the Results

The patterns discovered in the mining step enable users to discover the dominant themes (most frequent) and those that receive less attention (least frequent). The statistical distribution analysis leads to many conclusions about trends in the market, like how important certain topics are, how active a market is and which companies are acting in a specific segment.

The case and the experiments presented in this paper help to demonstrate how the strategy can help the CI process. However, some cautions should be taken when using the strategy. The textual collection must be a representative sample of the application domain. Since analysis is made on the selected texts, the information available in the collection is supposed to be complete and true.

5 Concluding Remarks

This paper presented a text mining strategy for supporting CI processes. The strategy analyses textual information available in e-mail messages of the ETO and discovers concepts present. As concepts represent real world entities and events, it is possible to infer how companies within a market are acting. The identification of concepts in the textual collection needs the work of an expert with support of software tools to perform this activity. Attention is required in order not to leave out important concepts. The same attention is necessary in defining the rules extraction. Other text mining
tools, such as a lexical analyzer, are important for identifying false hits and missing concepts. A good point is that some concepts appear in different applications with the same extraction rules, allowing part of them to be reused.

The main advantage of the proposed strategy is to allow the analysis of huge volumes of semi-structured texts, where manual analysis is impossible or difficult due to the data volume and time limitations. With the proposed strategy, people can get a summary of the main themes presented in huge volume of electronic textual data without having to read all the texts. The strategy takes advantage of textual information publicly available on the Internet. As more and more information is being freely published on the Internet and Web as unstructured texts, companies can perform CI processes with less cost and reduced efforts.
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Abstract. Search results of web search engines are displayed according to their ranking function, which is a function of the in-links and the out-links of the web page. Users are generally overwhelmed by the thousands of results retrieved by the search engine, few of which are useful. Most of the search engine users are interested in the latest information about the searched keywords. Such pages containing the latest information about an event (or incident) are not always ranked high by the search engines due to the lack of sufficient in-links pointing to these web pages. For example, if a search query “DaWaK” is given to Google, the users are generally interested in the latest information i.e., the home page of DaWaK 2004 conference, which is not ranked in the top 10 results returned by Google. In this paper we address the problem of ranking the web pages based on events (or incidents) related to the searched keywords. We provide a method for finding patterns that constitute events in the search results returned by a conventional search engine and then rank the web pages based on these event patterns. We also describe a mechanism whereby our technique can be used inside the ranking function of a conventional search engine such as Google. We provide experimental results that validate the efficiency and use of our technique in capturing the user intentions.

1 Introduction

Many a times when a user is searching for information about events that are repeatable in nature, the user is interested in information about the latest events. Search engines today, cannot capture these user intentions and the results returned by the search engine are oblivious of this requirement of the user. The main reason for this is that the ranking functions of the search engines depends on the in-links and out-links of the web pages and the web page that has the latest information is generally not pointed to by many other web pages. Further, the ranking function of the search engines does not consider the semantic similarity between web pages and the user query while ranking. Hence there is a need to identify the users’ intentions while ranking the web pages and displaying them to the user. In the paper, we outline a technique that is able to capture such user intentions, when the user is interested in searching information about recurring events. Our technique ranks the web pages based on the events related to the searched keywords. We make use of the search results of a conventional search engine (like Google) and discover patterns that constitute a periodic event in these search result. We then re-rank these results, based on discovered patterns and their relevance to the searched keywords.
1.1 Related Work

There has been lot of work in improving the web search results. A meta-search agent based methodology has been proposed in [3] that captures the semantics of a user’s search intent, transforms the semantic query into target queries for existing search engines, and ranks resulting page hits according to a user-specified weighted-rating scheme. In [2], the authors have described a meta-search architecture that allows users to provide preferences in the form of an information need category. This extra information is used to direct the search process, providing more valuable results than by considering only the query. The difference in these approaches and the one proposed in this paper is that the former approaches improve the search results based on some extra user-specified information, whereas our approach does not require any extra information from the user. [4,5,6] organize the search results into hierarchical categories whereas [7,8] organize search results into clusters. However all of these approaches do not have a concept of events and recentness of information.

1.2 Contributions

In this paper, we focus on displaying the search results in accordance with the users’ intentions, when the user is interested in information about recurring events. We address the following important problems:

1) How to find the user intentions when the user is searching for information related to a recurring event?
2) How to find the web pages that contain information about recurring events?
3) How to rank the web-pages based on their relevance to the recurring event and based on the semantic similarity of web-pages to the searched keywords?

We have laid out the rest of the paper as follows. In the next section, we give an overview of our technique when it is implemented outside a conventional search engine. Section 3 gives an outline of our algorithm that can be implemented inside a search engine, thereby making the process faster. The performance of our technique is shown in section 4 and we conclude the paper in section 4.

2 Architecture of the System

Our technique can be implemented both inside as well as outside a conventional search engine. This section gives a brief overview of the tool when it is implemented outside a conventional search engine. At a high level, our technique tries to identify web pages that constitute a pattern related to the searched keywords. For e.g., if the user query is “DaWaK” then there will be a set of pages that will have “DaWaK 2002”, “DaWaK 2003”, “DaWaK 2004” etc. in the title of the web page. We identify such web pages and rank them higher as the user is generally interested in latest information which will be part of such a pattern. Figure 1 shows the architecture of our system when it is implemented outside a conventional search engine. The details of the architecture are given below:

1) The input to the system is the user query (i.e. keywords). In this technique we re-rank the search results based on the user intentions. To get the relevant web-pages related to the searched keywords, the user query is sent to a conventional search engine like Google. The results (URL’s) returned by the search engine along with their snippet are sent to the Query Characterizer.
2) The Query Characterizer is used to avoid invoking the event based ranking system when the user is not interested in information about a recurring event. For example when the user searches for the keywords “DaWaK 2004”, there is no need to find any patterns, as the user is interested in a specific event. Based on the user query, the query characterizer characterizes the query into one of the following two categories: Query related to the recurring events and query that does not have a recurring event associated with it i.e., a point query. In order to identify a point query, the query characterizer can check for presence of keywords in the user query, which can be a part of a pattern. For e.g. in the above case, the year 2004 appeared in the searched keywords. 2004 can be a part of a year pattern (for e.g. DaWaK 2003, DaWaK 2004…). If any such keywords that can be a part of a pattern are present in the searched keywords then the system learns that the user is interested in a point query and the results returned by the search engine are directly returned to the user.

Fig. 1. Architecture of the event based ranking system.
3) If the Query Characterizer identifies that the user query is not a point query, then the URL along with their snippets are sent to the recurring pattern finder. The recurring pattern finder is responsible for finding those set of web pages (from the input set of web-pages), which contain information about the recurring event. Different kinds of pattern finders such as numeric pattern finders, alphanumeric pattern finders, Data/Time pattern finders etc., can be plugged into this component. The recurring pattern finder sends the URL’s along with the snippet to each of the registered pattern finders. The pattern finders return those sets of URL that satisfy the pattern along with the information about the pattern. Generally only one set of pattern will be present in a search result. However if multiple sets of patterns are present in the result, then these patterns along with the member URL’s are sent to the Pattern Ranking agent. There can be multiple ways in which the pattern finders can be implemented. One approach to find a pattern is to find the text preceding or following the searched key words in the web pages. If the searched key words are related to a recurring pattern then the pattern is generally present in the words immediately preceding or following the searched keywords in the web pages.

The architecture of a generic pattern finder is shown in Figure 2. The input to the pattern finder is the output given by the search engine i.e. the URL and the snippet. The first component is the pattern annotator, which can be of different types such as date annotator, number annotator etc [9]. Depending on the type of the annotator, the annotator annotates the dates, number etc. present in the snippet and outputs only those URL’s that have an annotation. The annotator also outputs the position at which the annotation is found in each page i.e. either the snippet or the title. This information is given to the filtering agent. Based on the annotated text, its position and the user search keywords, the filtering agent identifies if there is a pattern such as DaWaK 2001, DaWaK 2002 etc. in the set of URL’s returned by the pattern annotator. If the annotator returns no URL, then the pattern is not present in the search results. If a pattern appears in the title of the web page then it has much higher weight than a pattern that is found in the snippet. Consider an example where the user is searching for “DaWaK”. The user is interested in the web pages of DaWaK conferences, which will have the keyword DaWaK in the title of the page. However in this case, a date pattern finder will also return pages that have DaWaK in the body of the web page. This set of web pages might include web pages of people who have published papers in DaWaK. The user intention generally is not in viewing such web pages. Hence if there is a set of web pages, which have a pattern (such as DaWaK 2002, DaWaK 2001 etc.) in the title, then such a pattern has much higher value than the other patterns. However if the number of web pages having a pattern in the title is very small as compared to the web pages that have a pattern in the body, then the set of web pages that have a pattern in the body is the right pattern. To find the correct pattern a weight is assigned to the patterns. Let the number of web pages having a pattern in the title be M, and those having a pattern in the body be N. A heuristic to find the right pattern is to compare $(k \times M)$ and N, where $k$ is the weight assigned to the pattern occurring in the title. If
(k*M) > N, then the pattern is formed in M web pages, else in the N web pages. The set of URL’s that form the pattern along with the position of the pattern is the output by the filtering agent.

4) As mentioned earlier, the output of the Recurring pattern finder is given to the Pattern Ranking Agent. Given a set of patterns, the Pattern Ranker is responsible for finding the best pattern that captures the users’ intentions. The search results might contain some noise patterns and the pattern-ranking agent filters out these noise patterns and finds the best pattern. Based on the characteristics of the pattern such as the position of the recurring information in the web page etc., the Pattern ranking agent assigns a rank to the pattern. For example if the pattern 5th, 6th etc is appearing closely (either immediately preceding or following) the searched key word, then this pattern will have a higher rank than a pattern 2003, 2005 which might be appearing in the body of the web page.

5) The final component of the system is the URL ordering agent. This component is responsible for sorting the results in the correct order based on the presence or absence of the recurring pattern and displaying it to the user. The Pattern ranking agent gives those URL that satisfy the pattern with the highest rank i.e., if multiple patterns are found, then the Pattern ranking agent ranks these patterns and returns those URL’s that constitute the highest ranked pattern. This URL set is not the complete set returned by the search engine. Hence the URL ordering agent merges this set with the rest of the URL’s that don’t satisfy any pattern. The agent obtains the remaining set of URL’s directly from the search engine. Using the URL as a key, the agent identifies those web pages that are not present in the pattern and merges the two sets. Based on the pattern that is identified in the search results, the agent orders the URL’s, with the web site that has information about the latest event being ranked the highest. There are various options for ranking of these web pages. For example, one possible ordering mechanism could be that the web pages that are part of the pattern being ranked the highest (with the web page having the latest information being the first in the list) and the rest of the URL’s (that are not a part of the pattern) being displayed after the web pages that form the pattern. Another ordering mechanism could be that the URL’s satisfying the patterns being moved to the position at which the first event of the pattern was ranked by the conventional search engine. The re-ranked web-pages are returned to the user.

Thus in this technique, we identify the pattern (related to year, numbers etc.) present in the search results of a conventional search engine and then re-rank the web-pages based on the pattern.

3 Alternative Architecture

Our technique can also be implemented inside a conventional search engine. In this mechanism the ranking function of the search engine will incorporate functionality to capture the similarity between web pages (i.e., to identify if the web pages contain different events or versions of the same information) and rank them accordingly. We outline below how the architecture of Google search engine can be enhanced to make use of our technique to rank the web pages.

For ranking the web-pages, Google maintains a hitlist, which includes position, font, and capitalization information for every word in the document. Additionally,
they also factor in hits from anchor text and the PageRank of the document while ranking the document. Combining all of this information into a rank is difficult. Google’s ranking function is designed such that no particular factor can have too much influence. In order to rank a document with a single word query, Google looks at that document’s hit list for that word. Google considers each hit to be one of several different types (title, anchor, URL, plain text large font, plain text small font, ...), each of which has its own type-weight. The type-weights make up a vector indexed by type. Google counts the number of hits of each type in the hit list. Then every count is converted into a count-weight. Count-weights increase linearly with counts at first but quickly taper off so that more than a certain count will not help. Google then takes the dot product of the vector of count-weights with the vector of type-weights to compute an IR score for the document. Finally, the IR score is combined with PageRank to give a final rank to the document.

For a multi-word search, the situation is more complicated. In this case multiple hit lists must be scanned through at once so that hits occurring close together in a document are weighted higher than hits occurring far apart. The hits from the multiple hit lists are matched up so that nearby hits are matched together. For every matched set of hits, a proximity is computed. The proximity is based on how far apart the hits are in the document (or anchor) but is classified into 10 different value "bins" ranging from a phrase match to "not even close". Counts are computed not only for every type of hit but for every type and proximity. Every type and proximity pair has a type-prox-weight. The counts are converted into count-weights and we take the dot product of the count-weights and the type-prox-weights to compute an IR score. For the details of this algorithm consult [1].

3.1 Changes to the Ranking System

In order to incorporate the information about recurring events, the pages wont be ranked as in [1]. Instead of ranking the web page, the web pages that have all the searched keywords are collected. This set of web pages is then given to the recurring pattern finder module. Based on the pattern that is found, the ranking of the page is changed. While ranking the web pages we consider an additional kind of hit, which will be a hit for the keyword along with information about recurring event. The type weight associated with such a kind of hit (i.e., a hit which has information about recurring event) will be much larger than the type weights for the rest of the types. The count weight of such a type won’t be large as the pattern will not be present many times in the web page. Hence if this type is to make an impact in the overall rank, then the value of the count weight should be large enough. Hence in case of this recurring event type, the count weight is proportional to the time of occurrence of the event. If the event is the latest then the count weight associated with the type will be very large and at the same time if the event is not recent then the count weight will be small. We will also have to consider the proximity of the pattern with the search keywords while ranking. The proximity will be factored into the type weight of the recurring pattern. Using this technique the overall rank of the page is computed using the ranking algorithm. This kind of ranking will take into consideration the semantic information about the web pages and it will rank those web pages that have information about the recent events much higher than the ranking of a conventional search engine.
We implemented a prototype of our technique that uses the search results returned by Google. The prototype identifies the recurring events related web pages based on the presence of any form of date or year occurring in the title or the snippet of the search results. The prototype makes use of a date pattern annotator that annotates any form of date appearing in the snippet or the title of the web page. Once all the web pages that have any form of dates have been tagged, the filtering agent tries to identify a symmetric pattern in the occurrence of these dates. The filtering agent uses the annotations that are present within a fixed threshold of the searched keywords in the search results. For example, if the user query is DaWaK, then the filtering agent will only use those annotations (of years, dates etc.) that are appearing within a fixed distance of 10 words from the word DaWaK in the snippets returned by Google. We give more preference to the pattern appearing in the title of the web page. The architecture of our date pattern finder is as shown in figure 2. The pattern finder uses the first 100 search results returned by Google to search for web pages that formed the pattern. The prototype uses the snippet and the title returned by Google to find the patterns.

The results returned by our prototype are shown in the figure 4. Figure 3 shows the search results returned by Google. The important point to note in this search result is that the web page having information about the latest event1 (i.e. DAWAK 2003) is

---

1 This snapshot was taken in 2003 when the web page of DaWaK 2004 was not present.
appearing at position 14. Generally this will be present on the second page of search results of Google and the user will have to evaluate the first 10 results and then ask for more results. On the other hand, as is evident from Figure 4, the web page having the latest information is second in the search results returned by our prototype. Our prototype was able to identify the pattern in the search results returned by Google and it ranked the results based on the order of occurrence of the event. The example given about clearly outlines the efficiency of our technique. As mentioned earlier, the ordering mechanism in our prototype was that the web pages forming a pattern were moved to the first position given by Google to the any web page that belongs to the pattern. In this example the second web page is part of the pattern. Hence the entire pattern was moved to the second location.

The time taken by the prototype is about 2 seconds for the entire process (of annotation, sorting etc.) when it evaluates 100 search results. This overhead can be further reduced if the system is implemented inside a conventional search engine. The system is able to discern the correct patterns related to conferences, recurring events such as DaWaK, VLDB, world cup, Olympics etc, which were ranked very low by Google.

5 Conclusion and Future Work

Capturing the user intention in a search engine is a difficult task. In this paper we have presented a technique wherein the user intention can be captured when the user is searching for information related to a recurring event. We have outlined two tech-
niques which can be used either inside the ranking function of a search engine, or can be used to re-rank the web pages returned by a conventional search engine. We have introduced the notion of a new type weight (while ranking) which accounts for the web page having information about the recurring event. We have also outlined an architecture which can re-rank the web page based on the presence of information related to the recurring event. Our experimental results show that the technique is successful in capturing the user intention and displaying the search results in the right order. Implementing the technique inside a conventional search engine is left as future work.
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Abstract. Retailers are constantly seeking new innovations to improve people’s shopping experience in order to deliver greater consumer and business values. One key objective is to keep the shoppers internet-connected for seamless and informed shopping, and be offered with timely and relevant shopping ideas. Complementing the existing Point-Of-Sale (POS) system, a new retail in-store server supporting personal mobile devices or kiosks is emerging in the retail chains towards the objective. This paper introduces such an in-store server and its role in the overall retail architecture, with the main focus placed on the in-store offer presentation scheme for personalizable service. A lightweight keyword-based rule engine is proposed for selecting offers. A detailed rule processing flow and an efficient implementation for the engine are described. For the ease of reviewing presented offers on a limited display space of a wireless shopping device, an offers layout method which organizes presented offers with individual items is also suggested. The in-store server can lead to seamless multi-channel collaborative shopping.

1 Introduction

Since 1995, we have seen the explosion of B2C electronic commerce. For an enduring web store, exemplified and excelled by Amazon, it goes beyond the usual catalog browsing and order entry, and generates “stickiness” of the site by adding rich information such as latest sales, personalized promotions and consumer tips. However, despite the innovations, the percentage of retail GDP contributed by web-hosted e-commerce is still projected to be in the lower single digits for this decade. The majority of the retail commerce still takes place inside the “brick-and-mortar” branches, where there are plenty of opportunities in innovating as the in-store channel and in collaborating with other channels.

It is a common practice among retailers to use loyalty schemes to encourage purchases by offering points or cash rewards. Retailers also get to collect individual purchase history via such loyalty schemes. However, shoppers are usually anonymous in the store until they reach the checkout counter, where they identify themselves as loyalty customer, and then were offered coupons for future use. Statistics show that a low percentage of such coupons issued in this way are ever redeemed, reflecting the inconvenience of collecting and carrying paper coupons and the low degree of relevance to many shoppers. Additionally, there is no chance to influence or assist the customers’ in-store shopping in real-time, other than with generic point-of-promotion displays, which are non-personalized and will be irrelevant to most shoppers.
To catch up with shopper expectation, a small subset of retailers are actively engaging in testing a variety of advanced in-store techniques with a new type of in-store commerce server [1]. Figure 1 shows an example of such server introduced by IBM. This in-store commerce server complements the existing POS system and supports a variety of wireless personal mobile devices and kiosks. The in-store server is also used as an integration platform to synchronize information with other channels and enterprise applications, for the delivery of real-time product information, personalized promotions and consistent shopping experience to shoppers at every touch point. The new server investment is supposed to be offset by shoppers’ additional purchases through the personalized promotions.

Delivery of personalized promotions to shoppers is not a new concept. Recommender systems [2] utilizing predicate-based rules, derived from historical or demographic information corresponding to shopper groups, have been deployed in enterprise web sites. There are a number of special considerations that a retailer needs to consider in constructing a recommender system for in-store offer presentation. For examples: 1) A store branch does not have a dedicated IT department for server operations and database maintenance, and can only afford a low-end, personal-computer based in-store server, which has to handle about 200 concurrent shopping sessions. The in-store offer presentation engine needs to be light weight and in small footprint, to meet the CPU and memory usage requirements. 2) There are unique in-store only characteristics such as shopper location and movement within the store. 3) The anticipated limited display size of wireless shopping devices also requires special design considerations for offer layout scheme. 4) Finally, there are always ease-of-use challenges to the programming of offer presentation rules by the retail operators, who don’t want to deal with over complex languages.
To address these issues, this paper describes a practical implementation of an intelligent in-store server with an efficient keyword-based offer presentation engine to provide personalized offers to shoppers via personal mobile devices. We will illustrate how the new services are designed to enhance in-store shopping experience with personalized real-time shopping information and ideas, and touch on how the experience can be continued across other channels.

This paper is organized as follows: Section 2 presents an offer presentation engine design. We will identify various shopper behaviors as system input; describe a set of keyword-based rules and the construction of the offer presentation engine. A novel layout scheme for organizing offers with respect to shopping cart contents is presented in Section 3. Finally, Section 4 concludes the paper with the scenarios of seamless multi-channel collaborative shopping.

2 In-Store Personalized Offer Presentation

In-Store offer personalization requires implicitly or explicitly collecting shopper information and leveraging that knowledge to decide what information to present to shoppers and how to present it. Since late 1990s, the world-wide web and the emergence of e-commerce have led to the development of personalization system and recommender systems. There are two main approaches that are used in delivery of personalized information: rule based approaches and collaboration filtering [3].

Rule-base personalization involved extensive domain knowledge setup, which can be difficult to manage, and is particularly so with a large product catalog [4,5]. Collaborative filtering, also sometimes known as data mining, has emerged as an approach to help remedy this. Collaboration filtering involves gathering user preference and behavior, and then uses that data to algorithmically produce personalized information for shoppers [6,7,8]. The disadvantage of collaborative filtering is that it needs a large body of data in order to produce reasonable personalization information.

The paper reports an offer presentation scheme with a keyword-driven rule engine, which analyzes and classifies shopper behavior in order to personalize the offer presentation. The key elements in the offer presentation engine are discussed in the following subsections.

2.1 Rule Engine Input Information

The input information is analyzed and classified by the engine to select offers. New offers are chosen, each time when there is a new input event. The following list summarizes several types of input information:

- Items and item quantities in the shopping cart
  The act of placing an item into the shopping cart triggers the computation of a new set of offers associated with every item in the shopping cart. Item quantity is also considered as an input.

- Price check and item removal
  Action of a shopper scanning an item to check for item price can be an indicator of interest in the item. Shopper removing an item from the cart can trigger offering of some alternative items.
• Shopper’s in-store location
Location specific offers are generated using shopper’s in-store location with respect to the store layout.

• Shopper profile
Typical examples which constitute a shopper profile are: 1) shopper preferences, which are supplied by the registered shopper from time to time, 2) shopper categorizations, which are given to the shopper based on the demographic information, such as age, income, education, occupation, marital status and home address, and 3) shopper’s past shopping history.

• Shopper’s current shopping list
Shopper’s current shopping list can be composed on the enterprise web site or in-store. The list can also be edited in-store when browsing through the weekly specials using the in-store wireless device.

2.2 Rules for Offer Presentation
To fit into an inexpensive PC-based server, our in-store rule engine employs a small number of rule types and utilizes only keywords to categorize shopper’s preference and behavior. We will discuss these keywords and rules in the following subsections.

2.2.1 Keywords
Our rule engine uses keywords to describe and classify each shopper behavior in a shopping session. A keyword may activate rules to introduce more keywords. There are two main types of keywords: global keyword and local keyword, being used by the offer rules. Global keyword affects the offer rule throughout the entire shopping session. Local keyword only affects the current purchased item and has no impact on the offers for any previous purchased items. Both keywords are further classified in the following ways.

1. Item keyword: An item keyword is a global keyword that defines a primary event. It can be the item’s UPC code or a set of keywords that best describe the particular item. For example: For an item with UPC Code = 02550080262, Item Description = “Folgers Coffee, Classic Roast, Automatic Drip”, its global keywords can be “02550080262”, “Coffee”, and “Ground”. For an item with UPC Code = “0255000034”, Item Description=“Folgers Instant Coffee, Aroma Roasted”, its global keywords can be “0255000034”, “Coffee” and “Instant”.

2. Category Keyword: A category keyword is a local keyword, derived from a set of item keywords and is used to categorize multiple items into the same category. For example: For the two items in the previous example, their category keywords are both “Beverage”.

3. Relationship Keyword: A relationship keyword is a local keyword, used to introduce other category keywords that have a predefined cross relationship with the original category. For example: “Beverage” and “Coffee” can result in a relationship keyword of “Dairy Cream”.

4. Scenario Keyword: A scenario keyword is a global keyword, and is used to categorize one’s shopping purpose. It is derived from a set of keywords and the count of each of the keyword. A count can be the number of appearances of a particular keyword. For example: multiple occurrences of “plastic” and “utensil” could introduce a scenario keyword of “party”. Similarly, multiple instances of “hot dogs” and “pork chop” could result in a scenario keyword of “barbecue”.

5. **Profile Keyword**: A profile keyword is a global keyword, and is used to identify a shopper. Profile keywords of a shopper can be self-described preferences, or be assigned according to the enterprise analytical results.

### 2.2.2 Rules
There are two types of rules used by the offer engine, *classification keyword rules* and *offer matching rules (personalization rules)*. Figure 2 illustrates the relationship between these rules. A *classification keyword rule* is used to expand the keyword set that is used to classify an item. While an *offer matching rule* is used to associate a set of keywords with an offer. The detailed definitions of these rules are given below.

1. **Item keyword rules**: This rule defines the global keywords for an item being scanned.
   
   \[ \text{Item UPC code} \rightarrow (\text{keyword}_1, \text{keyword}_2, \ldots) \]

2. **Category keyword rules**: This rule defines the category keywords based on a set of global and local keywords. The set of global keywords includes the newly added item’s global keywords and previously added items’ global keywords.
   
   \[ \text{keyword}_1 + \text{keyword}_2 + \ldots \rightarrow (\text{CategoryKeyword}_1, \text{CategoryKeyword}_2, \ldots) \]

3. **Relationship keyword rules**: This rule defines the relationship keywords. Item quantity is also an element in this rule. Item quantity can be from zero to any positive value. When the quantity is zero, the rule is also known as replacement rule. A replacement rule is typically used to suggest an alternative item when shopper removed an item from cart.
   
   \[ \text{CategoryKeywords} + \text{ItemQuantity} \rightarrow (\text{RelationshipKeyword}_1, \ldots) \]

4. **Scenario keyword rules**: This rule defines the scenario keywords
   
   \[ (\text{keyword}_1, \text{quantity}_1) + (\text{keyword}_2, \text{quantity}_2) + \ldots \rightarrow (\text{ScenarioKeyword}_1, \ldots) \]

5. **Offer matching rules**: Once no more new keyword can be introduced, the offer engine decides on what offers are selected for presentation using *offer matching rules*. A typical offer rule has the format of
   
   \[ \text{keyword}_1 + \text{keyword}_2 + \ldots \rightarrow (\text{Offer}_1, \text{Offer}_2, \ldots) \]

   An additional *dynamic rule* can be added either by the enterprise or by the store manager to promote an over-stocked item. A dynamic rule has the following format:

   \[ \text{keywords} + \text{ItemInventory} \rightarrow (\text{Offer}_1, \text{Offer}_2, \ldots) \]

### 2.3 Offer Engine

In this section, we will discuss the design and implementation of the offer engine. We will first explain the offer rules processing flow to help readers understand the relationship between the keyword rules and offer matching rules.

#### 2.3.1 Offer Rules Processing Flow
It is important to understand the flow of how these rules are executed and the purpose of the category keyword pool and the domain keyword pool. The detailed processing flow, as illustrated in Figure 2, is discussed in steps.
Step 1 shows when an item is added into the shopping cart, a list of global keywords is derived using item keyword rules. Using this new list of global keywords and the keywords saved in the domain keyword pool, a list of category keywords is derived using category keyword rules as shown in Step 2. Depending on the item quantity, relationship keyword rules are applied to see if any relationship keyword can be added (Step 3). Combining item quantity, a list of category keywords and keywords from category keyword, scenario keyword rules are applied to see if any scenario keyword can be added.

For each of these steps, if a new keyword is introduced by a rule, earlier rules are re-executed to determine if any new keyword can be added. At this point, the rule engine will use the offer matching rules to see if any of the offer rules can be applied. There can be many offers eligible to be presented by the different combination of keywords.

Any newly acquired category keywords are added to the category keyword pool to be used later. The newly acquired item keyword and the scenario keyword are also added to the domain keyword pool to be used later as well. The domain keyword pool contains keywords that affect the entire shopping session, while the category keyword pool is used only to determine the scenario keyword.

### 2.3.2 Offer Engine Design and Implementation

Some of the key requirements of the offer engine are simplicity and efficiency. If an offer cannot be generated in real-time, the offer information might not be useful to a shopper, who may be walking away from the items to be promoted. To achieve this...
goal, we developed an incremental rule scoring method to efficiently monitor if any offer rule can be fired.

Figure 3 shows the implementation of the proposed offer engine. Each item in the cart has an offer score list associated with it. Each score is initialized to the total number of keywords to be satisfied in an offer rule. Offer engine examines each keyword in the item classification keyword list and decrements the score of an offer that contains this keyword. After offer engine repeats the steps for each of the keyword in the item classification keyword list, it checks to see if any offer now has a score of zero. The offer with a score of zero means the lists of keyword that are needed for this offer, as specified by an offer rule, have all been found and this offer is selected.

![Fig. 3. Design and Implementation of the Offer Engine](image)

Any newly added global keyword is also rechecked against other in-cart items’ offer score lists. Any offer that has a score of zero after applying a global keyword is added as a new offer for that item. The objective is to ensure that a later added item’s global keywords affect the offers of an earlier item in cart.

### 3 Offers Layout for Ease of Use

We have implemented a novel offer presentation method to display a set of promotion offers to shoppers in a personal shopping device environment. The method allows an efficient use of limited display area in a personal device. Item’s offers are organized and displayed as a group for an item in the shopping cart. A highlight icon, such as a light bulb, is used to visually signal the shopper of the existence of a new (unread) collection of offers associated with an item. The collection of available offers is structured in such a way that allows a shopper to expand or collapse its views similar to Microsoft Windows file system tree-like structure using different icons (+ or – icons). Deleted items are first marked as delete, and then can be permanently removed by
activating a delete (x) icon. In Figure 4, we illustrate several scenarios of how a set of offers is displayed when using these icons.

Due to the limited display space on a wireless shopping device, it may be undesirable to use the tree-like view to display offers that can occupy entire shopping cart area. Alternatively, multiple views of a separate offer panel may be used to allow shopper to switch views between a collection of offers associate with a selected item or with the shopper’s location. Figure 5 shows a screen capture of such an implementation in a personal shopping device.

Fig. 4. Examples of Various Offer Presentation View

Fig. 5. Offer presentation implementation
4 Concluding Remarks

In this paper, we have presented an offer presentation engine for the in-store commerce server. It changes the way a retailer presents offers, from product push to consumer pull. By better understanding shopper’s shopping preference, and tailoring to the specific shopping intentions, the selected offers suggest customers what they likely want, in the right timing and location.

Although the work presented here focuses on the in-store commerce server, it is relevant in the multi-channel environment. For example, offers presented in-store may not be limited to in-store items. An offer presented in-store can also be viewed and added into the future-shopping list which can be manipulated from the web channel. In addition to seamlessly ordering the product between web and in-store channels, it can also offer the collaborative shopping in the multi-channel environment. For example, a gift registry list build in the web channel can be presented to the shopper in store. Items purchased in the store can be immediately removed from the gift registry list. When shopping for a gift for a particular person, who is also a member of the store, the shopper can ask the offer engine to present a personalized gift idea list. Any member can choose to share a subset of his past purchase or his profile to the offer engine for offer presentation purpose only.
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Abstract. Web recommender systems anticipate the needs of web users and provide them with recommendations to personalize their navigation. Such systems had been expected to have a bright future, especially in e-commerce and e-learning environments. However, although they have been intensively explored in the Web Mining and Machine Learning fields, and there have been some commercialized systems, the quality of the recommendation and the user satisfaction of such systems are still not optimal. In this paper, we investigate a novel web recommender system, which combines usage data, content data, and structure data in a web site to generate user navigational models. These models are then fed back into the system to recommend users shortcuts or page resources. We also propose an evaluation mechanism to measure the quality of recommender systems. Preliminary experiments show that our system can significantly improve the quality of web site recommendation.

1 Introduction

A web recommender system is a web-based interactive software agent. A WRS attempts to predict user preferences from user data and/or user access data for the purpose of facilitating and personalizing users’ experience on-line by providing them with recommendation lists of suggested items. The recommended items could be products, such as books, movies, and music CDs, or on-line resources, such as web pages or on-line activities (Path Prediction) [JFM97]. Generally speaking, a web recommender system is composed of two modules: an off-line module and an on-line module. The off-line module pre-processes data to generate user models, while the on-line module uses and updates the models on-the-fly to recognize user goals and predict a recommendation list.

In this paper, we investigate the design of a web recommender system to recommend on-line resources using content, structure, as well as the usage of web pages for a web site to model users and user needs. Our preliminary goals are to recommend on-line learning activities in an e-learning web site, or recommend shortcuts to users in a given web site after predicting their information needs.

One of the earliest and widely used technologies for building recommender systems is Collaborative Filtering (CF) [SM95] [JLH99]. CF-based recommender
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systems aggregate explicit user ratings or product preferences in order to generate user profiles, which recognize users’ interests. A product is recommended to the current user if it is highly rated by other users who have similar interests. The CF-based techniques suffer from several problems [SKKR00]. They rely heavily on explicit user input (e.g., previous customers’ rating/ranking of products), which is either unavailable or considered intrusive. With sparsity of such user input, the recommendation precision and quality drop significantly. The second challenge is related to the system scalability and efficiency. Indeed, user profile matching has to be performed as an on-line process. For very large datasets, this may lead to unacceptable latency for providing recommendations.

In recent years there has been increasing interest in applying web usage mining techniques to build web recommender systems. Web usage recommender systems take web server logs as input, and make use of data mining techniques such as association rules and clustering to extract navigational patterns, which are then used to provide recommendations. Web server logs record user browsing history, which contains much hidden information regarding users and their navigation. They could, therefore, be a good alternative to the explicit user rating or feedback in deriving user models. In web usage recommender systems, navigational patterns are generally derived as an off-line process. The most commonly used approach for web usage recommender systems is using association rules to associate page hits [SCDT00] [FBH00] [LAR00] [YHW01]. We will test our approach against this general technique.

However, a web usage recommender system which focuses solely on web server logs has its own problems:

- Incomplete or Limited Information Problem: A number of heuristic assumptions are typically made before applying any data mining algorithm; as a result, some patterns generated may not be proper or even correct.
- Incorrect Information Problem: When a web site visitor is lost, the clicks made by this visitor are recorded in the log, and may mislead future recommendations. This becomes more problematic when a web site is badly designed and more people end up visiting unsolicited pages, making them seem popular.
- Persistence Problem: When new pages are added to a web site, because they have not been visited yet, the recommender system may not recommend them, even though they could be relevant. Moreover, the more a page is recommended, the more it may be visited, thus making it look popular and boost its candidacy for future recommendation.

To address these problems, we propose an improved web usage recommender system. Our system attempts to use web server logs to model user navigational behaviour, as other web usage recommender systems do. However, our approach differs from other such systems in that we also combine textual content and connectivity information of web pages, which also do not require user input. We demonstrate that this approach improves the quality of web site recommendation. The page textual content is used to pre-process log data to model content coherent visit sub-sessions, which are then used to generate more accurate
users’ navigational patterns. Structure data, i.e., links between pages, are used to expand navigational patterns with a rich relevant content. The connectivity information is also used to compute the importance of pages for the purpose of ranking recommendations.

A few hybrid web recommender systems have been proposed in the literature [MDL++00] [NM03]. [MDL++00] adopts a clustering technique to obtain both site usage and site content profiles in the off-line phase. In the on-line phase, a recommendation set is generated by matching the current active session and all usage profiles. Similarly, another recommendation set is generated by matching the current active session and all content profiles. Finally, a set of pages with the maximum recommendation value across the two recommendation sets is presented as recommendation. This is called a weighted hybridization method [Bur02]. In [NM03], the authors use association rule mining, sequential pattern mining, and contiguous sequential mining to generate three kinds of navigational patterns in the off-line phase. In the on-line phase, recommendation sets are selected from the different navigational models, based on a localized degree of hyperlink connectivity with respect to a user’s current location within the site. This is called a switching hybridization method [Bur02]. Whether using the weighted method or the switching method, the combination in these systems happens only in the on-line phase. Our approach combines usage data and content data in the off-line phase to generate content coherent navigational models, which could be a better model for users’ information needs. Still in the off-line phase, we further combine structure data to improve the models. Also in the off-line process, we use hyperlinks to attach a rating to web resources. This rating is used during the on-line phase for ranking recommendations.

The contributions of this paper are as follows: First, we propose a novel web recommender system, which combines and makes full use of all three available channels: usage, content, and structure data. This combination is done off-line to improve efficiency, i.e., low latency. Second, we propose a novel users’ navigational model. Rather than representing the information need as a sequence of visitation clicks in a visit, our model assumes different information needs in the same visit; third, we address all three problems mentioned above by combing all available information channels.

This paper is organized as follows: Section 2 presents the off-line module of our system, which pre-processes available usage and web site data, as well as our on-line module, which generates the recommendation list. Section 3 presents experimental results assessing the performance of our system.

2 Architecture of a Hybrid Recommender System

As most web usage recommender systems, our system is composed of two modules: an off-line component, which pre-processes data to generate users’ navigational models, and an on-line component which is a real-time recommendation engine. Figure 1 depicts the general architecture of our system. Entries in a web server log are used to identify users and visit sessions, while web pages or
resources in the site are clustered based on their content. These clusters are used to scrutinize the discovered web sessions in order to identify what we call missions. A mission is a sub-session with a consistent goal. These missions are in turn clustered to generate navigational patterns, and augmented with their linked neighbourhood and ranked based on resource connectivity, using the hub and authority idea [Kle99]. These new clusters (i.e., augmented navigational patterns) are provided to the recommendation engine. When a visitor starts a new session, the session is matched with these clusters to generate a recommendation list. The details of the whole process are given below.

2.1 User and Visit Session Identification

A web log is a text file which records information regarding users’ requests to a web server. A typical web log entry contains a client address, the requested date address, a timestamp, and other related information. We use similar pre-processing techniques as in [CMS99] to identify individual users and sessions. For sessionizing, we chose an idle time of 30 minutes.

2.2 Visit Mission Identification

The last data pre-processing step proposed in [CMS99] is transaction identification, which divides individual visit sessions into transactions. In [CMS99], two transaction identification approaches are proposed: Reference Length approach and Maximal Forward Reference approach, both of which have been widely applied in web mining techniques. Rather than dividing sessions into arbitrary transactions, we identify sub-sessions with coherent information needs. We call these sub-sessions missions. We assume that a visitor may have different information needs to fulfill during a visit, but we make no assumption on the sequence in which these needs are fulfilled. In the case of transactions in [CMS99] it is assumed that one information need is fulfilled after the other. A mission would model a sub-session related to one of these information needs, and would allow
overlap between missions, which would represent a concurrent search in the site. While in the transaction-based model, pages are labeled as content pages and auxiliary pages, and a transaction is simply a sequence of auxiliary pages that ends with a content page, in our mission-based model, the identified sequence is based on the real content of pages. Indeed, a content page in the transaction-based model is identified simply based on the time spent on that page, or on backtracking in the visitor’s navigation. We argue that missions could better model users’ navigational behavior than transaction. In the model we propose, users visit a web site with concurrent goals, i.e., different information needs. For example, a user could fulfill two goals in a visit session: \(a, b, c, d\), in which pages \(a\) and \(c\) contribute to one goal, while pages \(b\) and \(d\) contribute to the other. Since pages related to a given goal in a visit session are supposed to be content coherent, whether they are neighbouring each other or not, we use page content to identify missions within a visit session.

All web site pages are clustered based on their content, and these clusters are used to identify content coherent clicks in a session. Let us give an example to illustrate this point. Suppose the text clustering algorithm groups web pages \(a, b, c, \) and \(e\), web pages \(a, b, c, \) and \(f\), and web pages \(a, c\) and \(d\) into three different content clusters (please note that our text clustering algorithm is a soft clustering one, which allows a web page to be clustered into several clusters). Then for a visit session: \(a, b, c, d, e, f\), our system identifies three missions as follows: mission 1: \((a, b, c, e)\); mission 2: \((a, b, c, f)\); and mission 3: \((a, c, d)\). As seen in this example, mission identification in our system is different from transaction identification in that we can group web pages into one mission even if they are not sequential in a visit session. We can see that our mission-based model generates the transaction-based model, since missions could become transactions if visitors fulfill their information needs sequentially.

To cluster web pages based on their content, we use a modified version of the DC-tree algorithm [WF00]. Originally, the DC-tree algorithm was a hard clustering approach, prohibiting overlap of clusters. We modified the algorithm to allow web pages to belong to different clusters. Indeed, some web pages could cover different topics at the same time. In the algorithm, each web page is represented as a keyword vector, and organized in a tree structure called the DC-tree. The algorithm does not require the number of clusters to discover as a constraint, but allows the definition of cluster sizes. This was the appealing property which made us select the algorithm. Indeed, we do not want either too large or too small content cluster sizes. Very large clusters cannot help capture missions from sessions, while very small clusters may break potentially useful relations between pages in sessions.

2.3 Content Coherent Navigational Pattern Discovery

Navigational patterns are sets of web pages that are frequently visited together and that have related content. These patterns are used by the recommender system to recommend web pages, if they were not already visited. To discover these navigational patterns, we simply group the missions we uncovered from the
web server logs into clusters of sub-sessions having commonly visited pages. Each of the resulting clusters could be viewed as a user's navigation pattern. Note that the patterns discovered from missions possess two characteristics: usage cohesive and content coherent. Usage cohesiveness means the pages in a cluster tend to be visited together, while content coherence means pages in a cluster tend to be related to a topic or concept. This is because missions are grouped according to content information. Since each cluster is related to a topic, and each page is represented in a keyword vector, we are able to easily compute the topic vector of each cluster, in which the value of a keyword is the average of the corresponding values of all pages in the cluster. The cluster topic is widely used in our system, in both the off-line and on-line phases (see below for details). The clustering algorithm we adopted for grouping missions is PageGather [PE98]. This algorithm is a soft clustering approach allowing overlap of clusters. Instead of attempting to partition the entire space of items, it attempts to identify a small number of high quality clusters based on the clique clustering technique.

2.4 Navigational Pattern Improved with Connectivity

The missions we extracted and clustered to generate navigational patterns are primarily based on the sessions from the web server logs. These sessions exclusively represent web pages or resources that were visited. It is conceivable that there are other resources not yet visited, even though they are relevant and could be interesting to have in the recommendation list. Such resources could be, for instance, newly added web pages or pages that have links to them not evidently presented due to bad design. Thus, these pages or resources are never presented in the missions previously discovered. Since the navigational patterns, represented by the clusters of pages in the missions, are used by the recommendation engine, we need to provide an opportunity for these rarely visited or newly added pages to be included in the clusters. Otherwise, they would never be recommended. To alleviate this problem, we expand our clusters to include the connected neighbourhood of every page in a mission cluster. The neighbourhood of a page \( p \) is the set of all the pages directly linked from \( p \) and all the pages that directly link to \( p \). Figure 3(B) illustrates the concept of neighbourhood expansion. This approach of expanding the neighbourhood is performed as follows: we consider each previously discovered navigational pattern as a set of seeds. Each seed is supplemented with pages it links to and pages from the web site that link to it. The result is what is called a connectivity graph which now represents our augmented navigational pattern. This process of obtaining the connectivity graph is similar to the process used by the HITS algorithm [Kle99] to find the authority and hub pages for a given topic. The difference is that we do not consider a given topic, but start from a mission cluster as our set of seeds. We also consider only internal links, i.e., links within the same web site. After expanding the clusters representing the navigational patterns, we also augment the keyword vectors that label the clusters. The new keyword vectors that represent the augmented navigational patterns have also the terms extracted from the content of augmented pages.
We take advantage of the built connectivity graph by cluster to apply the HITS algorithm in order to identify the authority and hub pages within a given cluster. These measures of authority and hub allow us to rank the pages within the cluster. This is important because at real time during the recommendation, it is crucial to rank recommendations, especially when the recommendation list is long. Authority and hub are mutually reinforcing [Kle99] concepts. Indeed, a good authority is a page pointed to by many good hub pages, and a good hub is a page that points to many good authority pages. Since we would like to be able to recommend pages newly added to the site, in our framework, we consider only the hub measure. This is because a newly added page would be unlikely to be a good authoritative page, since not many pages are linked to it. However, a good new page would probably link to many authority pages; it would, therefore, have the chance to be a good hub page. Consequently, we use the hub value to rank the candidate recommendation pages in the on-line module.

2.5 The Recommendation Engine

The previously described process consists of pre-processing done exclusively off-line. When a visitor starts a new session in the web site, we identify the navigation pattern after a few clicks and try to match on-the-fly with already captured navigational patterns. If they were matched, we recommend the most relevant pages in the matched cluster. Identifying the navigational pattern of the current visitor consists of recognizing the current focused topic of interest to the user. A study in [CDG+98] shows that looking on either side of an anchor (i.e., text encapsulated in a href tag) for a window of 50 bytes would capture the topic of the linked pages. Based on this study, we consider the anchor clicked by the current user and its neighbourhood on either side as the contextual topic of interest. The captured topics are also represented by a keyword vector which is matched with the keyword vectors of the clusters representing the augmented navigational patterns. From the best match, we get the pages with the best hub value and provide them in a recommendation list, ranked by the hub values.

To avoid supplying a very large list of recommendations, the number of recommendations is adjusted according to the number of links in the current page: we simply make this number proportional to the number of links in the current page. Our goal is to have a different recommendation strategy for different pages based on how many links the page already contains. Our general strategy is to give $\sqrt{n}$ best recommendations ($n$ is the number of links), with a maximum of 10. The limit of 10 is to prevent adding noise and providing too many options. The relevance and importance of recommendations is measured with the hub value already computed off-line.

3 Experimental Evaluation

To evaluate our recommendation framework, we tested the approach on a generic web site. We report herein results with the web server log and web site of the
Computing Science Department of the University of Alberta, Canada. Data was collected for 8 months (Sept. 2002 – Apr. 2003), and partitioned the data into months. On average, each monthly partition contains more than 40,000 pages, resulting in on average 150,000 links between them. The log of each month averaged more than 200,000 visit sessions, which generated an average of 800,000 missions per month. The modified DC-tree content clustering algorithm generated about 1500 content clusters, which we used to identify the missions per month.

3.1 Methodology

Given the data partitioned per month as described above, we adopt the following empirical evaluation: one or more months data is used for building our models (i.e., training the recommender system), and the following month or months for evaluation. The idea is that given a session \( s \) from a month \( m \), if the recommender system, based on data from month \( m - 1 \) and some prefix of the session \( s \), can recommend a set of pages \( p_i \) that contain some of the pages in the suffix of \( s \), then the recommendation is considered accurate. Moreover, the distance in the number of clicks between the suffix of \( s \) and the recommended page \( p_i \) is considered a gain (i.e., a shortcut). More precisely, we measure the Recommendation Accuracy and the Shortcut Gain as described below.

**Recommendation Accuracy** is the ratio of correct recommendations among all recommendations, and the correct recommendation is the one that appears in the suffix of a session from which the prefix triggers the recommendation. As an example, consider that we have \( S \) visit sessions in the test log. For each visit session \( s \), we take each page \( p \) and generate a recommendation list \( R(p) \). \( R(p) \) is then compared with the remaining portion of \( s \) (i.e., the suffix of \( s \)). We denote this portion \( T(p) \) (T stands for Tail). The recommendation accuracy for a given session would be how often \( T(p) \) and \( R(p) \) intersect. The general formula for recommendation accuracy is defined as:

\[
\text{Recommendation Accuracy} = \frac{\sum_s |\bigcup_p (T(p) \cap R(p))|}{|\bigcup_p R(p)|} / S
\]

The **Shortcut Gain** measures how many clicks the recommendation allows users to save if the recommendation is followed. Suppose we have a session \( a, b, c, d, e \), and at page \( b \), the system recommends page \( e \); then if we follow this advice, we would save two hops (i.e., pages \( c \) and \( d \)). There is an issue in measuring this shortcut gain when the recommendation list contains more than one page in the suffix of the session. Should we consider the shortest gain or the longest gain? To solve this problem, we opted to distinguish between key pages and auxiliary pages. A key page is a page that may contain relevant information and in which a user may spend some time. An auxiliary page is an intermediary page used for linkage and in which a user would spend a relatively short time. In our experiment, we use a threshold of 30 seconds as this distinction. Given these
two types of pages, a shortcut gain is measured as being the smallest jump gain towards a key page that has been recommended. If no key page is recommended, then it is the longest jump towards an auxiliary page. The set of pages in the session we go through with the assistance of the recommender system is called the shortened session $s'$. For the total $S$ visit sessions in the test log, Shortcut Gain can be computed as:

$$\text{ShortcutGain} = \frac{\sum_s |s| - |s'|}{S}$$

In addition, we would like to compute the Coverage of a recommender system, which measure the ability of a system to produce all pages that are likely to be visited by users. The concept is similar to what is called recall in information retrieval. Coverage is defined as:

$$\text{RecommendationCoverage} = \frac{\sum_s \left\vert \bigcup_p (T(p) \cap R(p)) \right\vert}{\left\vert \bigcup_s T(p) \right\vert}$$

3.2 Results

Our first experiment varies the Coverage to see the tendency of the Recommendation Accuracy, as depicted in Figure 2(A). For the purpose of comparison, we also implement an Association Rule Recommender System, the most commonly used approach for web mining based recommender systems, and record its performance in the same figure. As expected, the accuracy decreases when the we increase coverage. However, our system was consistently superior to the Association Rule system by at least 30%.

![Performance Comparison](image)

**Fig. 2.** Performance Comparison: our system vs. Association Rule Recommender System. (A): Recommendation Accuracy (B): Shortcut Gain

We next varied the coverage to test the Shortcut Gain, both with our system and with the Association Rule System, as illustrated in Figure 2(B).
From Figure 2(B), we can see that in the low boundary where the Coverage is lower than 8%, the Shortcut Gain of our system is close to that of the AR system. With the increase of the Coverage, however, our system can achieve an increasingly superior Shortcut Gain than the latter, although the performance of both systems continues to improve.

Figure 3(A) depicts the relationship of Recommendation Accuracy and Shortcut Gain in our system. It shows that Recommendation Accuracy is inversely proportional to the Shortcut Gain. Our study draws the same conclusion from the Association Rule recommender system. We argue this is an important property of a usage-based web recommender system, and therefore, how to adjust and balance between the Accuracy and Shortcut Gain for a web recommender system to achieve the maximum benefit is a question that should be investigated. Some web sites, e.g., those with high link density, may favour a recommender system with high Accuracy, while some others may favor a system with high Shortcut Gain.

4 Conclusion

In this paper, we present a framework for a combined web recommender system, in which users’ navigational patterns are automatically learned from web usage data and content data. These navigational patterns are then used to generate recommendations based on a user’s current status. The items in a recommendation list are ranked according to their importance, which is in turn computed based on web structure information. Our preliminary experiments show that the combination of usage, content, and structure of data in a web recommender system has the potential to improve the quality of the system, as well as to keep the recommendation up-to-date. However, there are various ways to combine these different channels. Our future work in this area will include investigating different methods of combination.
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Abstract. Several approaches for quantitative evaluation of Web-based applications have proposed test-benches, checklists and tools. In this paper, we propose an evaluation approach that integrates and extends the various approaches proposed in this field. We have developed a list of over than 300 criteria and sub-criteria, which we classified using the ISO/IEC 9126 standard as a guide. These criteria represent a first basis for the development of a hierarchical quality model specific to Web-Based Applications. In order to refine our quality model, we followed a systematic approach using the GQM paradigm. A tool supporting our assessment approach has been developed. With this tool, we conducted an experience on several Web systems. The obtained results were rather encouraging. However, they have shown that more dimensions have to be considered to increase the reliability of our model. As a next step, we introduce a three-dimensional model where the initial model is one dimension. The two others represent respectively the life cycle processes and the Web applications domains.

1 Introduction

Web-Based Applications (WebApps) development has experienced, during these last years, a tremendous growth and an unusual evolution with new devices and new services. Achieving high quality WebApps become a big challenge because of the multiple technologies, the multiple architectures and the dynamic changes of the Web. In this field, technology evolves very quickly and developed systems have a very fast lifecycle. This can be explained by the market pressure and the lack of distribution barriers [4]. Web pages are created by software on user request and the control of user interface varies depending on many factors [21]. Web sites are now interactive and highly functional systems, implemented in many languages and paradigms, interact with users, other systems and databases. In the same time, we know very little about how to measure or ensure their quality attributes [25].

As mentioned in [5, 9], the majority of Web sites are poorly conceived and miss navigability as well as functionality and traceability. Several studies from industry suggest that this lack of quality leads to huge losses in productivity and revenue [19, 21].
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To circumvent these weaknesses, many evaluation approaches have been proposed in the literature. The majority of the work done so far concentrates specifically on the various aspects of usability, though the fact that the other quality characteristics are of equal importance. Nevertheless, there is still no standard, nor consensus between these initiatives. Beside the consensus that we need principles, methods and tools, which are specific to WebApps development, it is important to have the same specificity for quality assurance.

The main objectives of our work are: (1) to better specify the problems related to WebApps quality, while proposing an evaluation, an integration and an extension of the various approaches proposed in the literature; (2) to propose a first basis for a hierarchical quality model specific to WebApps and (3) to extend this model by considering the life cycle and the application domain dimensions.

The rest of the paper is organized as follows. Section 2 presents a brief summary on related work. Section 3 presents the main phases of the proposed hierarchical model setting process. The use of the GQM paradigm in our process is presented in section 4. A synthesis of the main steps of the proposed assessment methodology is presented in section 5. Section 6 presents some experiment results obtained using the prototype that we developed. Finally, following the several evaluations that we have realized, a three-dimensional model for WebApps quality assessment is introduced in section 7. A conclusion and future work directions are given in section 8.

2 Related Work

Due to the lack of engineering standard specific to Web applications, several studies on Web quality evaluation are based on the description of the quality characteristics suggested by the ISO/IEC 9126 standard [10]. Some specific work proposes guidelines, checklists, models and tools that allow an objective assessment of web sites or pages quality.

In fact, many studies have been made towards building usable Web sites. For instance, a collection of recommendations and guidelines that addresses a broad range of Web site features [18] and a checklist on usability assessment, which is rather user-oriented than developer-oriented [13]. A more general approach, considering several quality characteristics, the QEM (Quality Evaluation Method), proposed by [22], for the evaluation and the comparison of web sites quality, and a three dimensional model for web quality assessment is presented in [23, 24].

Previous works, not based on the ISO standard, developed workbench to support web sites development and maintenance [7] and are more focused on the evolution aspects of web sites [3]. While subsequent ones, discuss some of the technical challenges in building today’s complex web software applications, their unique quality requirements, and how to achieve them besides new problems encountered because of the rapid evolution of Internet [25]. On the other hand, many tools were developed to automate, at least partially, the evaluation process. For illustration we mention the design tool that incorporate a quality-checker [12], and “WebQEM_Tool” related to the QEM proposed by [1].
By observing the very fast development of Web software and technologies, and the evolution of the research in this field, we notice the absence of common vision on the quality and the lack of a solid foundation on which this research can evolve. As presented in a previous work [16,17], we recognize that, in general, there is no common standard followed by the authors, and the quality criteria do not totally comply with the ISO/IEC 9126 standard. Recently, [25] proposes some other characteristics and [19] suggests several sub characteristics for usability which are different from those defined in the ISO 9126 standard and more relevant for WebApps.

3 Quality Model Definition Process

Starting from the above-mentioned work, we attempted to collect the criteria proposed by the different authors, along with the suggested directions and recommendations [15]. Moreover, we extended this list by considering additional criteria that, in our opinion, are interesting in the evaluation process of the different aspects, such as functionality, reliability, maintainability, etc. These phases are described below.

3.1 Integration Phase

During this stage, each of the criteria was studied in the corresponding author’s proposed framework and compared to the quality characteristics and subcharacteristics definitions according to the ISO/IEC 9126 standard. We tried first to release the common points, according to a given quality characteristic. For instance, given the fact that according to all the authors, “Site Map” or “Style” is a usability criterion, it is grafted as is in the model, and so are the other criteria. Thereafter, we have examined the remaining criteria attached to each of the considered characteristics, to determine whether the criterion characterizes specifically the characteristic to which it is related, but not the others. For instance, “On-line Feedback” are displayed in certain studies in order to evaluate functionality, while in others to assess usability [4, 18, 22], and finally, to determine maintainability [7]. Indeed, the “On-line Feedback” may characterize functionality, usability and maintainability as well. The other criteria were examined accordingly.

3.2 Extension Phase

We classified, during this step, some criteria. For instance, “Titles” characterizes functionality in [22], and usability in [3, 4, 13, 18]. While examining the various points of views of the authors, and on the basis of the characteristics and subcharacteristics definitions according to the ISO 9126 standard [10], it seems to us that considering “Titles” as usability criterion is more suitable. The others criteria have been considered in the same way.

Moreover, we have taken into account some of the proposed directives [7, 18, 21], in order to represent them by criteria, which may be connected either to one or more characteristics. For example, [21] highlighted the importance of the site availability. It seems indeed that web customer expect the web site to be operational every second of
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the year. This would facilitate the use of the site, and hence, site availability may be considered as a usability criterion. Designing and building web sites that can be easily scaled help the site to remain reliable. So, scalability could be considered as a reliability criterion. In the same respects, many usability and maintainability criteria have been drawn from other recommendations [7, 18], such as Credibility, Dates, Authority, Trademarks, Documentation, Readability, etc. Besides, some sub-characteristics of usability were somewhat modified in order to make them more easily applicable to web sites e.g. “finding information” or “attractiveness” [15].

3.3 Criteria Fractionation Process

Following a top-down process, we tried to figure out a kind of sub-criteria that would be likely to characterize the retained criteria, and allow a better evaluation of the latter as well. For example, it is much more accurate to estimate “Titles” quality by examining the information that may influence the process, or could provide information as to the criterion itself, such as: descriptiveness, explicitness, etc. Further, in order to study the “URLs” criterion, to provide with appreciation annotation, it is of importance to have precise reference marks, which allow objective estimation of the value of the mentioned criterion. Thus, with more specific requests: significant and concise, using current words, no spaces, relatives (if local to site), including a final slash, etc. We could define over than 300 different criteria and sub-criteria. The criteria that we propose take into account the point of view of users, developers and managers. A portion of the developed hierarchical quality model is presented in Fig. 1.

<table>
<thead>
<tr>
<th>Site organisation</th>
<th>Orthography is correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name of the site on each page</td>
<td>Grammar is correct</td>
</tr>
<tr>
<td>Logo of the site on each page</td>
<td>Hypertext links</td>
</tr>
<tr>
<td>Presence of a plan or list of contents</td>
<td>To structure the contents</td>
</tr>
<tr>
<td>Accessibility to the plan of the site</td>
<td>Towards the interior of the site</td>
</tr>
<tr>
<td>Home page organisation</td>
<td>Towards the same page</td>
</tr>
<tr>
<td>Can be seen on a screen</td>
<td>Towards relevant information</td>
</tr>
<tr>
<td>Index included</td>
<td>All the pages of the site related to Home</td>
</tr>
<tr>
<td>Glossary included</td>
<td>Relevance of links towards the pages</td>
</tr>
<tr>
<td>Small paragraphs</td>
<td>Relevance of links towards other sites</td>
</tr>
<tr>
<td>Short pages</td>
<td>Number of links per page (&lt;10)</td>
</tr>
<tr>
<td>Information organization</td>
<td>Return button every 295 pixels</td>
</tr>
<tr>
<td>Important information is quickly accessible</td>
<td>Distinction between internal / external links</td>
</tr>
<tr>
<td>Based on the course expected of the user</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Portion of the model representing some criteria and sub-criteria of “Finding the Information” (Usability).

4 Application of the GQM Paradigm

The GQM (Goals, Questions, Metrics) paradigm supports a top-down approach for defining the goals behind measuring software processes and products and using these
goals to decide precisely what to measure (choosing metrics). It additionally supports a bottom-up approach for interpreting data based on the previously defined goals and questions. The GQM paradigm is based on the idea that measurement should be goal-oriented. All data collection should be based on a rationale that is explicitly documented as stated in [8]. This approach allowed us to better structure, validate and extend our quality model. The result of the application of this paradigm is the specification of a measurement system targeting a particular set of issues and rules for the interpretation of the measurement data [2]. Thereafter, it will allow us to determine metrics for the retained criteria.

<table>
<thead>
<tr>
<th>Finding information (Usability)</th>
<th>Effort to perform by the user to find required information</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Goal</strong></td>
<td>Analyse a Web site with an aim of evaluating the facility to find the information from the point of view of the users and the developers within the framework of a research project.</td>
</tr>
<tr>
<td><strong>Object</strong></td>
<td>Web Site</td>
</tr>
<tr>
<td><strong>Purpose</strong></td>
<td>Evaluation</td>
</tr>
<tr>
<td><strong>Focus</strong></td>
<td>Finding information</td>
</tr>
<tr>
<td><strong>Viewpoint</strong></td>
<td>User, Developer</td>
</tr>
<tr>
<td><strong>Environment</strong></td>
<td>Research project</td>
</tr>
</tbody>
</table>

- **Quality Focus**
  - Accessibility
  - Site Organisation
  - User-Oriented Tasks

- **On-line Help**
  - User Support
  - Etc.

- **Baseline Hypotheses**
  - We must easily find required information in a Web site (just one click is needed to leave a site)

- **Variation Factors**
  - Domain of the site
  - Size of the site

- **Impact on Baseline Hypotheses**
  - according to the site domain, the information retrieval is more or less easy
  - the facility can decrease with the size

### 3.2 Finding the Information

#### 3.2.1 Accessibility to Information

- 3.2.1.1 Information Identification
- 3.2.1.2 Presence of research mechanism
- 3.2.1.3 Access facility to the site map
- 3.2.1.4 Site Depth (number of clicks)
- 3.2.1.5 Acronyms rate
- 3.2.1.6 Significance or Descriptive
- 3.2.1.7 Short (< 25 characters)
- 3.2.1.8 Each page has a title
- 3.2.1.9 Number of levels (2 or 3)

#### 3.2.2 On-line Help

- ...

#### 3.2.3 User Support

### 3.2.3 Site organisation

- 3.2.3.1 Site Identification
- 3.2.3.2.1 Name of the site on each page
- 3.2.3.2.2 Logo of the site on each page
- 3.2.3.2.3 All pages have the same style
- 3.2.3.2.4 Home page can be seen on a screen
- 3.2.3.3.1 Short pages
- 3.2.3.3.2 Hypertext links
- 3.2.3.3.3.1 To structure the contents
- 3.2.3.3.2.1 Towards the interior of the site
- 3.2.3.3.2.2 Towards the same page
- 3.2.3.3.2.3 Towards relevant information
- 3.2.3.3.2.4 All the pages of the site related to Home
- 3.2.3.3.2.4.1 Number of links per page (<10)
- 3.2.3.3.2.7 Distinction between int. / ext. links

#### 3.2.3 User-Oriented Tasks

- 3.2.3.1 Based on the course expected by the user
- 3.2.3.2 The title represent a major task
- 3.2.3.3.1 The topic order represent the subtask order
  - Etc.

**Fig. 2.** Portion of the hierarchical quality model (list of criteria) after using the GQM paradigm.
An example of the application of this paradigm to one of the usability sub-characteristics (illustrated in Fig. 1) is illustrated in Fig. 2 (partial results). By comparing Figures 1 and 2, we notice that the selected criteria characterize better the sub-characteristic “Finding the Information”: some criteria found their place under another sub-characteristic (e.g. orthography, grammar), others were better structured (e.g. site map), and several others were added (e.g. presence of a research mechanism, etc.).

On the basis of ISO/IEC 9126 and QUINT² model [20], we tried to identify, organise, and define precisely the characteristics, sub-characteristics, criteria and sub-criteria for WebApps. Actually, this is done only for Usability and Functionality characteristics.

<table>
<thead>
<tr>
<th>3- Usability: Capability of a site to be understood, to present relevant information, easy to operate and attractive for the user, when it is used under specified conditions [10]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1- Understandability: Capability of a site to enable the user to understand whether it suitable, and how to recognize the logical concept and its applicability [10]</td>
</tr>
<tr>
<td>3.1.1- Contextualization: capability of a site to allow the user to understand the context of use in a given field [14]</td>
</tr>
<tr>
<td>3.1.1.1- Standardization: capability of a site to allow the user to understand the common elements between the pages [14]</td>
</tr>
<tr>
<td>3.1.1.1.1- Rate of standard menus used: number of standard menus used compared to the total number of menus in site</td>
</tr>
<tr>
<td>3.1.1.1.2- Rate of standard icons used: a number of standard icons used compared to the total number of icons in site</td>
</tr>
<tr>
<td>3.1.1.1.3- Rate of standard pictograms used: number of standard pictograms used compared to the total number of pictograms in the site</td>
</tr>
</tbody>
</table>

Fig. 3. Portion of the hierarchical quality model with some definitions (for Understandability sub-characteristics).

5 Quality Assessment Methodology

The methodology that we propose in this paper for WebApps quality assessment is structured in several phases:

1. Data collection using a questionnaire,
2. Data exploitation to characterize the selected criteria,
3. Attributing weight to criteria,

At this stage of our work, only the two first phases of the methodology are developed. The objective of the third phase is balancing the criteria. In fact, a criterion can be balanced differently according to pre-established objectives’ and Web site domain (academic, commercial, etc). Thus, we do believe that determining weight or power for criteria and sub-criteria is necessary in view to improve accuracy evaluation. This is the matter of our current research.
5.1 Data Collection

Starting from the developed list of criteria, we established a questionnaire. Each criterion was defined. This will reduce the ambiguity during the evaluation process. Thereafter, we tried to identify the different quantifiable aspects, and hence release simple questions to which one can answer either YES, NO or NA (non applicable). For instance, to the question “Does the site have a table of content?” it is easy to check the site and answer YES or NO. As to the “Standards Compliance”, we do use sub-criteria to evaluate the criterion itself, such as: Code is standard, Colors are standard, Link colors are standard, Menus are standard, Icons are standard, Metaphors are standard, Font is standard, etc. On the basis of former studies [13, 18], quantitative values have been culled out, so that they can be used in the questionnaire, in order to assess certain criteria. For instance: Maximum of 4 different fonts/page, Maximum of 6 different colors/page, Maximum of 10 hyperlinks/page, Home page displays within 10 s, Graphics are under 25K in size, Text font size between 10 and 12, Titles with less than 25 characters, etc.

Moreover, some criteria require the development of metrics, for a better and a more accurate quantification, such as “Number of links in the page”, or “Scalability”, whereas others are very subjective, such as for example, “Attractiveness” or “Links Relevancy”. These criteria depend indeed on the evaluator’s personal estimation and require a thorough investigation to get evaluated.

5.2 Data Exploitation

Every criterion is directly evaluated on the basis of its own sub-criteria. On considering the Site Update’s example, we may evaluate, for instance, sub-criteria:

- The site is updated every week? Yes
- The site is automatically updated? No
- The last update date is present? Yes
- Old pages are removed? NA
- Obsolete content is removed? Yes

We can answer to each criterion either Yes, No or NA. Thereafter, the criterion mark is calculated as follows: Mark = number of YES / (Number of sub-criteria – number of NA). The mark = 3 / (5 - 1) = 3/4 = 0.75, and so on, this calculation is made for each criterion. At this point, it is noteworthy that criteria and sub-criteria are not always of the same importance, whereas they are site type pending (academic, commercial, etc); “Updated Content” is crucial in informational site, but it’s less important, for example, for a museum site. Thus, we do believe that determining weight or power for criteria and sub-criteria is necessary in view to improve accuracy evaluation. This is the main objective in the forthcoming phase. Nowadays, the objective is to experiment the developed questionnaire using the prototype that we developed [15], and see whether the questions targeted criteria allow a good characterization of the characteristics to which they are connected.
6 EQAW: Towards a WebApps Quality Assessment Tool

An environment composed of several tools supports the proposed methodology. The environment supports the assessment of the retained quality criteria. The actual version allows quality assessment of a given web site according to a chosen characteristic, some selected sub-characteristics, numerous or all of the retained quality characteristics. Indeed, a user can choose to evaluate the site understandability only (Usability sub-characteristics), or its functionality, reliability and maintainability, or even its global quality according to the retained characteristics. The results are displayed in the form of ranges of values, allowing a fast evaluation of the site. In the current state of our work, the prototype supports the first two phases of the suggested methodology. The choice of the established questions is based on their simplicity, their precision and also on their relevance for a characteristic or a given sub-characteristic.

The main goal at this stage is to validate the questionnaire and especially to make sure that the questions are clear and precise. On this subject, we plan to add help for assisting the evaluators as well as possible. The prototype allows, thus, giving us an outline of the quality of the selected sites and a preliminary evaluation of the proposed approach.

<table>
<thead>
<tr>
<th>Sites / Factors</th>
<th>F</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winner of Webby Awards</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90 %</td>
<td>93 %</td>
<td></td>
</tr>
<tr>
<td>86 %</td>
<td>93 %</td>
<td></td>
</tr>
<tr>
<td>80 %</td>
<td>93 %</td>
<td></td>
</tr>
<tr>
<td>82 %</td>
<td>90 %</td>
<td></td>
</tr>
<tr>
<td>Academic sites</td>
<td>83 %</td>
<td>90 %</td>
</tr>
<tr>
<td>65 %</td>
<td>54 %</td>
<td></td>
</tr>
<tr>
<td>Amateur sites</td>
<td>73 %</td>
<td>89 %</td>
</tr>
<tr>
<td>64 %</td>
<td>64 %</td>
<td></td>
</tr>
<tr>
<td>The Worst of the Web</td>
<td>43 %</td>
<td>38 %</td>
</tr>
<tr>
<td>39 %</td>
<td>33 %</td>
<td></td>
</tr>
<tr>
<td>20 %</td>
<td>11 %</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sites</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>88 %</td>
<td>96 %</td>
<td>77 %</td>
<td>77 %</td>
</tr>
<tr>
<td>Functionality</td>
<td>84 %</td>
<td>95 %</td>
<td>81 %</td>
<td>76 %</td>
</tr>
<tr>
<td>Suitability</td>
<td>100 %</td>
<td>100 %</td>
<td>66 %</td>
<td>80 %</td>
</tr>
<tr>
<td>Compliance</td>
<td>80 %</td>
<td>90 %</td>
<td>71 %</td>
<td>79 %</td>
</tr>
<tr>
<td>Usability</td>
<td>89 %</td>
<td>97 %</td>
<td>90 %</td>
<td>89 %</td>
</tr>
<tr>
<td>Understandability</td>
<td>83 %</td>
<td>90 %</td>
<td>73 %</td>
<td>74 %</td>
</tr>
<tr>
<td>Find information</td>
<td>75 %</td>
<td>94 %</td>
<td>72 %</td>
<td>85 %</td>
</tr>
<tr>
<td>Operability</td>
<td>100 %</td>
<td>100 %</td>
<td>80 %</td>
<td>80 %</td>
</tr>
<tr>
<td>Attractiveness</td>
<td>60 %</td>
<td>68 %</td>
<td>31 %</td>
<td>58 %</td>
</tr>
<tr>
<td>Total</td>
<td>84 %</td>
<td>93 %</td>
<td>74 %</td>
<td>78 %</td>
</tr>
</tbody>
</table>

Fig. 4. Preliminary results of the prototype experimentation for several sites.

As a first experimentation of our approach, we have selected some web sites recognized for their good quality (for example starting from Top 100 of Webby Awards or the PC Magazine). Other web sites of average and poor quality were also evaluated for better refining the range of suggested values. The previous table (Fig. 4a) provides the obtained results. The margin of error (in the present version of the prototype) for this evaluation is about 7%. The preliminary results obtained after the experimentation of the prototype are rather promising. We obtained a very good score for the site recognized among the Webby Awards. An average score for an academic site (the second in the table) considered as unpleasant by its users. Finally, sites from The Worst of the Web achieve a very low score. In addition, for the web sites chosen among the World
**Best Web sites Awards**, an evaluation of some subcharacteristics of functionality and usability characteristics were measured.

Table 4b summarizes a part of the obtained results. We note that some criteria of less importance can penalize the sites (silver vs. bronze). This illustrates the importance of weighting the criteria for a more precise quality evaluation of these sites. A thorough study of these results makes it possible to note that:

- The results of the evaluations are very significant (the good sites have a very good score, and conversely for the bad sites), which show that the selected and evaluated criteria seem to be relevant.
- For a more precise evaluation, it will be necessary to balance the criteria and to develop metrics, which is already envisaged in our methodology.
- It will be necessary to make improvements to the prototype to make it more functional and more easily usable. The prototype must make it possible to dynamically generate a specific questionnaire for a web site to be evaluated by taking into account several aspects such as it’s domain, nature, purpose, etc.

### 7 Multidimensional Quality Model

In order to evaluate WebApps, in [23] the authors define a cube structure in which they consider three basic aspects when testing a Web site. Following this idea, [24] proposed another “cube” which can be considered orthogonal, in which the three dimensions represent those aspects that must be covered in the quality evaluation of a Web site:

- Quality aspects using the QUINT2 model [20], which is based on the ISO 9126 standard [10].
- Features: functions, contents, infrastructure and environment.

Recently, in [5] authors refined the Web features dimensions to the three “classic” Web aspects: Content, Presentation and Navigation. Although the two first dimensions are very suitable for Web sites quality assessment, we believe that the third dimension (Features) is somehow redundant. Indeed, its components are generally covered by some quality characteristics contained in the first dimension.

In addition, we noticed during our work, in particular through the evaluation of several sites, that according to the application domain, some criteria are more or less significant. Consequently, to evaluate a given Web site, we believe that these criteria will be attributed different weight depending on the nature of the application domain. If we consider, for example, the criterion “language”, it is of primary importance for an information site or educational one, whereas it has much less importance for a page of “Stock Exchange”. In the same way, “downloading time” takes more importance when considering for example a museum site presenting several pictures by comparison to Web sites presenting only textual information. We can also note the importance of “safety” for bank or e-commerce sites versus an amateur site where the problems of safety do not have much importance.

Moreover, several application domains have their own specific criteria. Some authors presented, initially, for each application domain its specific quality tree. Then in
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[22], they propose a quality tree in which the criteria related to the application domain characterise the functionality. The application domain has also been proposed as a quality characteristic for Web sites in [3].

Thus, we consider that it would be relevant to adopt the model in three dimensions suggested in [23, 24], and to consider the variation of the “Application domain” as the third dimension replacing the “Features” dimension as illustrated in Figure 5. The application domain of Web sites can be subdivided in several categories: ecommerce, e-learning, e-gouv., e-edu., etc., as many different fields, where weighting criteria will be very different. Moreover, this model will have the advantage of being extensible. It will be able to support any new kind of Web sites in the future. We can also suggest the same possibility of extension for the “Quality Characteristics” dimension, considering that some work propose other quality characteristics or sub-characteristics than those proposed by ISO 9126 and which are more specific to the Web. For instance, in [21], authors suggest security, availability and scalability instead of functionality and portability. In the same idea, in [19], five quality sub-characteristics are proposed for the usability: learnability, efficiency, memorability, errors and user satisfaction.

The fields of Web applications quality attract many researchers and each year many interesting contributions are proposed. With this respect, an evaluation model must be flexible and extensible. With the suggested model, the evaluation of a given criterion will depend on the quality factor that it characterises. Its importance will be probably different according to the considered Life Cycle step, but will depend on the application domain of the site. In this way, the evaluation of a given criterion will be much more significant taking into account all the aspects that may affect this criterion. Our reasoning may be also extended to metrics, which will be used to evaluate a given criterion. We are conscious that the new model that we propose is very preliminary and more investigation for its complete application will be necessary.

[Image 54x80 to 371x261]

Fig. 5. A three-dimensional quality model.
8 Conclusion and Future Work

In this paper, the approach that we propose defines a global quality model taking into account various aspects, which currently affect the world of the web. Starting from several studies realized by researchers specialized in this field, we gathered the proposed criteria for WebApps quality assessment, defined other criteria which we considered relevant and then integrated the whole in a hierarchical model. Thus, we obtained a list with over than 300 criteria and sub-criteria, which we classified as quality characteristics and sub-characteristics according to the ISO/IEC 9126 standard. This list was restructured, extended and validated using the GQM paradigm. From the retained criteria, we have developed a questionnaire (first version) and a tool supporting its evaluation. As a first stage of the validation of our approach, we experimented the prototype on several Web sites (some of them are well-known). The preliminary results are rather encouraging.

Moreover, we noticed during our research, particularly through the evaluation of several Web sites, the relevance of the application domain of a Web site and its impact on the selection and the weighting of the majority of the criteria. Knowing that the majority of the authors in this field do not agree on the way of taking into account this very significant aspect in the web sites evaluation, we defined a three-dimensional WebApps Quality Model including the developed hierarchical model, the life cycle processes and the WebApps domain. This constitutes, in our opinion, a unified framework for the WebApps quality assessment taking into account their several characteristics.

We believe that the present work constitutes an interesting starting point in this field and represents an improvement of WebApps evaluation. However, more conclusive results are waited after the association of metrics with the selected criteria according to the GQM paradigm. As future work, we plan to: (1) improve the developed prototype particularly by generating dynamically a specific questionnaire for a given application domain, (2) extend our methodology, especially, by pondering criteria and using existing web metrics, and (3) validate the multidimensional model proposed in this paper.
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Abstract. World Wide Web is nearly ubiquitous and the tremendous growing number of Web information strongly requires a structuring framework by which an overview visualization of Web sites has provided as a visual surrogate for the users. We have a viewpoint that the Web site is a directed graph with nodes and arcs where the nodes correspond to Web pages and the arcs correspond to hypertext links between the Web pages. In dealing with the WWW, the goal in this paper is not to derive a na"ıve shortest path or a fast access method, but to generate an optimal structure based on the context centric weight. We modeled a Web site formally so that a linear programming model can be formulated. Even if changes such as modification of the query terms, the optimized Web site structure can be maintained in terms of sensitivity.

1 Introduction

The World Wide Web is now almost ubiquitous. Web browsers allow users to access on the order of 8 billion Web documents [1]. Because of a vast amount of Web information (pages), as a browser session progresses, the users sometimes feel “being lost in hyperspace” [2, 3]. So, users of Web information, accessible over the global Internet, require assistance by appropriate visualization methods.

The WWW can be viewed as a digraph consisting a bag of Web sites. The Web site is a directed graph with Web nodes and arcs, where the Web nodes correspond to HTML files having page contents and the arcs correspond to hypertext links interconnected with the Web pages. A Web site can be viewed as a specific directed graph that consists of an initial node (called homepage) and other nodes connected to it. There is a natural mapping approach of a Web onto a directed graph where the nodes correspond to Web pages and the arcs to URIs (Uniform Resource Identifiers) [4, 5]. A hierarchical structuring such as Web catalogues or super books [6, 7, 8] is one of the typical examples of web site structuring. But complex and static Web abstractions do little to help a Web designer who wants to get modeled within a Web site and often cause navigation problems of their own. The problem of finding a tree structure of a Web site from a directed graph is exponential or NP-hard [9]. What is needed is a virtual Web site structure based on the current query or interest of a user.

* This work was supported by Korea Science and Engineering Foundation(KOSEF) through Advanced Information Technology Research Center (AITrc).
This paper is organized as follows. In section 2, we present the data model of Web sites, the Web schema and conventional approaches. In section 3, we treat keyword-based weight measure endowed to Web node. We developed a linear programming model and treat sensitivity analysis of proposed LP model in section 4. Then, the example of our model and the comparison of LP method between some relative methodologies are presented in section 5. Finally, we conclude the paper.

2 Web Data Model

2.1 Web Nodes

We assume that the data model of the World Wide Web consists of a hierarchy of Web objects. The WWW is viewed as a bag of Web sites. The Web schema contains the Meta information that represents a bag of Web pages in a Web site. The Web site is a directed graph with Web nodes and arcs, where the Web nodes correspond to HTML files having page contents and the arcs correspond to hypertext links interconnected with the Web pages. The Web node \( W_i \) is defined as follows:

\[
W_i = [\text{Webpage-Id}, \{\text{URI}\}, \text{weight}]
\]  

(1)

Where the \( W_i \) represents a node corresponding to an HTML file (without loss of generality we set a node identifier \( i \)). Where the homepage is defined as a default page (for example, index.html or default.asp or index.php3, etc.) predetermined by the Web server. The \( \{\text{URI}\} \) is the bag of Web nodes having the hypertext links within which the Web page indicates. The weight represents the values specified by the measure of keywords (it will be discussed later in more detail). The Web page contents can be described as the attributes of the Web page such as title, Meta, format, size, modified date, text, figures, and multimedia files etc. In this paper, for convenience’s sake, the Web page weight is generated by the method described in the following section 3.

2.2 Web Arcs

A Web site can be viewed as a directed graph that consists of an initial node (called the homepage) and the other nodes inter-connected among them. Complex Web representations do little to help the user orientation within the site and usually tolerate navigation problems themselves. A hierarchical abstraction is useful in organizing information and reducing the number of alternatives that must be considered at any one-time [10]. If the Web site can be represented as a hierarchical structure, those problems such as the multiple paths, the recursive cycle, the multi-path cycle, and multiple parents would be resolved. The problem is treated more specifically in [11, 12].

In this paper, the URI’s are specified two types: interior arcs and exterior arcs. The interior arcs are the URI’s that indicate the HTML files somewhere within the Web site, but the exterior arcs out of the Website. We are interested in the interior arcs only, for the structure of a Web site is generated in this paper. After preprocessing the URI’s of a Web site, then standard (full length) IP addresses of every Web page are derived.
The exterior arcs are, however, discarded in the Preprocessing phase, for they have a different server IP address, i.e., a different site.

It can be noted that in some references [12, 13] the interior arcs are additionally classified two types such as interior and local. But it is needless to differentiate the internal arc in more detail. Because once a Web page is transferred from the Web server, there is no need to access the same Web page physically again. Actually in some web sites, there is only a Frame in the default page (ex, index.html). In that case, we give the URI’s of the Web pages that the default frame includes.

2.3 Conventional Approaches

Depth first approach (DFA) is easy to adopt to cope with this kind of graphs, and from a cognitive science point of view, it seems similar with the behaviors of human snoopers. But the DFA seems not applicable in Web environment. Since usual Web pages are complicately inter-connected with other Web pages, it may bring about a long series of Web pages. The long series of Web pages may imply long time consumption to access a specific page.

On the other hand, there are several strengths in applying the breadth first algorithm (BFA) to Web site graphs. With the BFA an important Web page can easily be accessed. It is done by clicking relatively fewer steps from its homepage rather than by the DFA. It is easy to resolve a graph to a hierarchical tree and to minimize the depths to visit in a Web page. It can also be said that the access time can be minimized.

Wookey and Geller [14] suggested a weighted tree by a topological ordering algorithm that the tree is unbiased and minimize an average access from the root node. It also consider semantic relevance \( (tf-idf) \) between nodes in the same depth. But, when the Web page’s weight is changed or the link structure is altered, total tree structure should be wholly reorganized.

3 Semantic Representation

3.1 Overview Visualization of a Web Sites

If an overview visualization of a Web site is additionally suggested to a user, it will be helpful to find a way where the user is. The tree structure applied by the breadth first algorithm is simple and easy to implement. But it is no use finding a significant page in a Web site or clustering pages with semantics. Thus we introduce an attribute called the weight to evaluate the significance of Web pages. Some experimental researches said that graphical representations support better navigation because this type of representation more precisely matches a user’s mental model of the system [15, 16, 17]. Textual tools, however, suggest further advantages by allowing users to rapidly calibrate the extent of the site and to search visually in an efficient manner for particular information [18]. In this paper, we use the keyword-based measure as follows.

3.2 Evaluating the Weight Values

One common way to compute a Web page (or document) \( W \) is the \( tf-idf \) that is first to obtain an unnormalized vector \( W' = (w'_1, \ldots, w'_m)^T \), where each \( w'_i(i = 1 \text{ to } m) \),
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$m$ is number of query terms) is the product of a word frequency ($tf$) factor and an inverse document frequency ($idf$) factor. The $tf$ factor is equal (or proportional) to the frequency of the $i^{th}$ word within the document. The $idf$ factor corresponds to the content discriminating power of the $i^{th}$ word: a word that appears rarely in documents has a high $idf$, while a word that occurs in a large number of documents has a low $idf$. Typically, $idf$ is computed by \( \log_2[N/df(q_i)] \), where $N$ is the total number of documents, and $df(q_i)$ is number of documents containing the $i^{th}$ word. (If a word appears in every document, its discriminating power is 0. If a word appears in a single document, its discriminating power is as large as possible.) Once $W'$ is computed, the normalized vector $W$ is typically obtained by dividing each $w_i'$ term by $\sqrt{\sum_{i=1}^{m}(w_i')^2}$. The weight can be specified in this paper indicating the importance of the Web page.

3.3 Semantic Representation

If we can measure the weight of Web nodes corresponding to their significance, then the structure of the nodes can be manipulated by the weight. We introduce the $tf$-$idf$ as the weight measure and it can be used to determine the topological ordering of Web sites. Then simply by comparing the numerical differences of the $tf$-$idf$, it can be said that a node is closer to a specific node. As previously described before, the $tf$-$idf$ measure is applied as a weight of the Web node. The weight of Web node $W_i$ corresponding to query vector $Q$ composed of each query term $q_i (i = 1 \text{ to } m)$ is defined as a scalar derived as the inner product of the query vector $Q$ with the Web page vector $W_i$:

$$weight(W_i) = Q \cdot W' = [q_i] \cdot t f_i \cdot \log_2[N/df(q_i)]^T = \sum_i q_i \cdot (t f_i \cdot \log_2[N/df(q_i)]) \quad (2)$$

The prototype system called AnchorWoman (ver. 1.4.0) [14] has been implemented to search for which the link structure of the site. The processes to extract the weight of keywords and the abstraction of Web sites are achieved by following (refer to the figures Fig. 1(a) and Fig. 1(b)). If we select four search terms ‘site, graph, structure, visualization’, then the weights are calculated as in Fig. 1(a). The word ‘site’, for example, appears 5 times in the homepage $W_0$ (the page number in the system appears as page 1), and in turn 2, 1, 5, 2, 6, and 2 times in $W1.html$ to $W7.html$, respectively.

Finally, we get the normalized vectors as follows: $W0 = \langle 0, 0.37, 0.32, 0.09 \rangle$, $W1 = \langle 0, 0.55, 0.16, 0.18 \rangle$, ..., $W7 = \langle 0, 0.18, 0, 0 \rangle$ (Fig. 1(b)). As a similar process, we can obtain the weight vector $W$ for the query word ‘web’ (of the Web test site). $W = \langle 9.49, 3.45, 6.21, 7.59, 9.66, 12.42 \rangle$.

4 LP Modeling and Sensitivity Analysis

4.1 LP Modeling

LP(Linear Programming) can be used to convert a digraph to a tree. First, a tree possesses its own property to which an LP’s constraints can be derived.
The objective function is to maximize the summation of the weight of nodes.

Node’s indegree should be 1. (Except for the root node)

A cycle should be removed.

A self-cycle within a node should be removed.

Duplicated paths between adjacent two nodes should be removed.

So, considering to above constraints, LP formulation is as followed.

\[
\begin{align*}
\text{Max} & \quad \sum_{i,j \in N} w_{ij} x_{ij} \\
\text{s.t.} & \quad \sum_{i,j \in N} x_{ij} \begin{cases} 
= 0 & j = 0 \\
\leq 1 & j \neq 0 \\
\forall i
\end{cases} \quad (3-(2)) \\
x_{ij} + \sum_{k=1}^{m-1} x_{jk,jk+1} + x_{jm,i} & \leq m \quad \text{for } m \geq 2 \quad (3-(3)) \\
x_{ii} & = 0 \quad \forall i \in N \quad (3-(4)) \\
x_{ij} & = 0 \quad \forall i, j \not\in N \quad (3-(5)) \\
x_{ij} & = 0 \quad \text{or} \quad 1. \quad (3-(6))
\end{align*}
\]

A directed Web graph \(G(N, A)\) consists of a Web node \(N\) and a Web link between Web nodes, where a Web node (called node) corresponds to a Web page and a Web link (called link) a hypertext link. A Web site is defined as a directed graph \(G (W, E)\) consisting of a finite Web node bag \(W\) and a finite Web arc bag \(E\) of ordered pairs of Web nodes. \(W\) and \(E\) are represented as a bag of Web node elements \(W_i\) and a bag of Web arc elements \((W_i, W_j)\) respectively, where \(i, j \in \psi = \{0, 1, 2, 3, \ldots, n - 1\}\), \(n\) represents cardinality of web pages = \(|W|\), and \(\psi\) a Web node set. Then the variable \(x_{ij}\) is 0 (when a Web link from node \(i\) to node \(j\) does not exist) or 1 (link from node \(i\) to node \(j\) exists). The parameter \(w_{ij}\) represents an average weight from node \(i\) to node \(j\).

There are several alternatives to derive the weight of a node and to generate a geometric distance to the link, including the number of inward or outward links [19]. Of course, it is not restricted to the method to generate a distance between the Web nodes. In this paper, we get a weight by \(tf-idf\) to each node, and generate a Euclidian distance \(w_{ij}\) from node \(i\) to node \(j\).
The objective function 3-(1) means maximization of tree path’s total sum of average mean weight. The constraint 3-(2) means each tree node’s indegree should be 1 (except for the root node). The constraints 3-(3) and 3-(4) are to remove a cycle and a self-cycle respectively. The constraint 3-(6) represents the LP problem is a sort of IP(Integer Programming). That is to say, there is a link or not. According to the constraint 3-(6), the variable \( x_{ij} \) can be 0 or 1, i.e. it can be used to remove multiple paths. Additionally, a virtual path from all nodes to all nodes without physical links should be nullified in constraint 3-(5). Finally, by using the above LP, the path that owns a high weight in the digraph survived in the result tree.

The cycle detection algorithm plays a role to detect cycle in digraph, and make topological order in digraph. Note that not limited a specific cycle detection algorithm, but refer to [21] for further consideration. It is used in making equation 3-(3).

### 4.2 Sensitivity Analysis

When the query terms are altered, tf-idf measures of the Web Node are also altered. In this case, sensitivity analysis can be used in determining whether whole problem should be reformulated and recalculated or not. The standard LP problem form separated basic variable between nonbasic variable likes follows 4-(1), 4-(2), we can get equation

\[
 c_{BV}x_{BV} + c_{BV}B^{-1}Nx_{NBV} = c_{BV}B^{-1}b
\]

by multiplying \( c_{BV}B^{-1} \) to constraint 4-(2).

\[
 z - c_{BV}x_{BV} - c_{NBV}x_{NBV} = 0 \tag{4-(1)}
\]

\[
 st \quad Bx_{BV} + Nx_{NBV} = b \tag{4-(2)}
\]

\[
 x_{BV}, x_{NBV} \geq 0
\]

Now, we can get the equation \( c_{BV}x_{BV} = c_{BV}B^{-1}b - c_{BV}B^{-1}Nx_{NBV} \). And substitute this equation for \( c_{BV}x_{BV} \) term in 4-(1). Then,

\[
 z - (c_{BV}B^{-1}b - c_{BV}B^{-1}Nx_{NBV}) - c_{NBV}x_{NBV} = 0 \tag{5-(1)}
\]

\[
 z + (c_{BV}B^{-1}N - c_{NBV})x_{NBV} = c_{BV}B^{-1}b \tag{5-(2)}
\]

The criteria of optimality in simplex algorithm is that an objective function’s coefficient of nonbasic variable, i.e., \( \bar{c}_j = C_{BV}B^{-1}a_j - c_j \) is non negative. Also, the feasibility condition of the current basis solution is that equation \( (x_{BV} + B^{-1}Nx_{NBV}) = B^{-1}b \) which obtained by multiply equation 4-(2) by \( B^{-1} \)'s RHS is nonnegative. In other words, sufficient and necessary condition of current solution’s optimality is as follows [21].

\[
 - \quad \bar{c}_j = C_{BV}B^{-1}a_j - c_j \geq 0 \text{ (dual feasible, optimality condition)}
\]

\[
 - \quad B^{-1}b \geq 0 \text{ (primal feasible)}
\]

When the weight of the Web node is changed, if these change does not influence the above two conditions (i.e., the optimality and feasibility condition) current basis is conserved. Details are explained in chapter 5.

\[1\] Besides above two conditions, complementary lackness condition should be added. But, the Gaussian elimination in simplex Algorithm always keeps complementary slackness.
5 Motivating Examples and Comparison

5.1 Motivating Example

Fig. 2 (a) represents a digraph consist of 7 Web pages from Web page \( W_0 \) to Web page \( W_6 \). The weight of a arc is the mean average value (tf-idf) of two terminal nodes of the arc. By using the LP problem consists of equations from (3)-1 to (3)-6, we can get the solution in Fig. 2 (b).

---

5.1.1 The alteration of the Web page’s tf-idf. If Web page’s tf-idf value is changed, corresponding objective function’s coefficients of the variables are also changed. But, it don’t break primal feasibility condition. So, if all nonbasic variable’s \( \bar{c}_j = C_{BV} B^{-1} a_j - c_j \) is nonnegative, i.e. if optimality condition is conserved, current basis does not change.

5.1.2 The insertion of the new link. Consider the case of node \( W_4 \) and \( W_3 \) is connected (from \( W_4 \) to \( W_3 \)). In matrix N, coefficient of variable \( x_{43} \), i.e., \( a_{43} \’ s \) value is changed from 1 to 0. In this case, \( x_{43} \) is a nonbasic variable, so nonbasic matrix N’s change does not hurt feasibility(\( B^{-1} b \geq 0 \)) and optimality(\( \bar{c}_j = C_{BV} B^{-1} a_j - c_j \geq 0 \)) condition. Hence, the only coefficient that may change from positive to negative, i.e., \( \bar{c}_{43} \’ s \) sign confirmation is sufficient for determining basis alteration.

5.1.3 The deletion of the link. In case of link deletion, the constraint that forms as \( x_{ij} = 0 \ \forall i, j \notin N \) is inserted into LP formulation. Now, if current solution does satisfy the new constraint, current basis is maintained. In other case, dual simplex algorithm can be used. Consider the case where two links between node \( W_1 \) and \( W_4 \) are disconnected. Then it should be included the two constraints(\( x_{14} = 0 \) and \( x_{41} = 0 \)) into previous LP formulation. Because the current solution satisfies the inserted constraints, current basis is maintained.
5.1.4 The insertion of the new Web page. In this case, the objective function coefficient, the element of N matrix for new inserted variable, and all constraint type(3-(1)–3-(4), except nonnegative constraint 3-(5)) can be included in LP formulation. So, this case’s current basis does not conserved.

Fig. 3. The solution comparison to LP and others

5.2 The Comparison to the Other Methodologies

Fig. 3 represents trees constructed by an LP and other methodologies. First, the tree that is constructed by DFS(Depth First Search) and BFS(Breadth First Search) can easily be constructed by only traversing the digraph’s link structure. But, DFS produces a left(or right) biased tree because it uses only the digraph’s link structure and its depth first search strategy. In this case, it ignores Web page’s semantic priority or a relationship between the nodes so that it may lead to user’s wrong web traversing. In BFS, it makes a tree that minimizes an average access step from the root node to each node. But, it also ignores Web page’s semantic priority, so the result tree can be semantically irrelevant.

The tree that is constructed by Wookey and Geller [14] is unbiased and minimize an average access from the root node to each nodes like BFS. It also considers semantic relevance(tf-idf) between nodes in the same depth. But, when the Web page’s weight is changed or the link structure is altered, total tree structure should be wholly reorganized. Especially, because its own tie-breaking scheme, when Web page’s tf-idf value is infinitesimal and previously, tie is occurred including that page, the tree structure should be changed though variation is infinitesimal.

Unlike other methods, because it considers semantic relevance among Web pages in the digraph, the tree constructed by LP can lead user’s right web traversing. In Fig. 3, $W_3$’s depth is 1 so that it can be accessed from the root node directly in the digraph. But, semantic relevance between $W_3$ and $W_6$ is higher rather than that of distance between $W_1$ and $W_3$, so $W_3$ is connected through $W_6$ instead of the root node in the result tree. Also, it is self-evident that the tree is constructed by LP maximize total tree weight (In this example, total weight of LP tree is 54.515. See Table 1). In respect of the tree depth or the number of span, the LP tree also represents superior result than the others.

In DFS, due to the DFS strategy, maximum depth of the result tree mostly be larger than that of original web site. In case of BFS and WG[14], maximum depth of the
result tree may be less than or equal to that of original web site structure. The method, however, can be inferior to that of the LP in the average depth measure because the result tree of LP is reconstructed based on \textit{tf-idf} criteria and the number of span can be more reduced than these two methods. Finally, because LP methodology facilitates incremental tree construction from the current basis, it is useful to apply to homepage that changes frequently.

6 Conclusions

In this paper, we proposed the method that makes a virtual hierarchical tree structure of a given Web site in dynamic manner. By using further visual information like this, users can access web sites effectively and assess the whole web site range fast. Also, linear programming that we adopt can make website structure optimally. When Web site structure is changed frequently by applying sensitivity analysis, web site structure can keep stability.
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Table 1. The result table of each methodology

<table>
<thead>
<tr>
<th></th>
<th>DFS</th>
<th>BFS</th>
<th>WG</th>
<th>LP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total weight</td>
<td>50.545</td>
<td>49.08</td>
<td>50.46</td>
<td>54.515*</td>
</tr>
<tr>
<td>Depth</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1.67*</td>
</tr>
<tr>
<td>Avg.</td>
<td>5</td>
<td>3*</td>
<td>3*</td>
<td>3*</td>
</tr>
<tr>
<td>Max.</td>
<td>1*</td>
<td>1*</td>
<td>1*</td>
<td>1*</td>
</tr>
<tr>
<td>Min.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Span</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Max.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Abstract. RDDOnto is an ontology that translates the MPEG-21 RDD (Rights Data Dictionary) specification into a hierarchical set of definitions with semantic content included. In the event that this set of definitions is used, the RDDOnto must provide well-defined semantics to determine which rights apply to data at all points within the hierarchy. RDDOnto translates the RDD specification into a machine-readable semantic engine that enables automatic handling of rights expressions. The Terms defined in the RDD Specification are what is going to be modelled using OWL (Web Ontology Language). For each Term, its description is composed by a set of descriptive attributes. With OWL, all the RDD relations between a term and other terms that capture its semantics have been mapped to RDDOnto. The specification of MPEG-21 RDD using OWL has also allowed to verify the consistency of the dictionary.

1 Introduction

One of the main problems of the electronic commercialisation of multimedia resources in Internet is the management of its associated digital rights. New solutions are required for the access, delivery, management and protection processes of different content types in an integrated and harmonised way, to be implemented in a manner that is entirely transparent to the many different users of multimedia services.

MPEG-21 Part 6, Rights Data Dictionary (RDD), comprises a set of clear, consistent, structured, integrated and uniquely identified Terms to support the MPEG-21 Rights Expression Language. In turn, MPEG-21 Part 5, Rights Expression Language (REL), defines a language that enables to declare rights and permissions using the terms as defined in the Rights Data Dictionary.

The objective of this work is to translate the RDD terms descriptions from its current textual representation in the RDD specification document [1] to a machine processable representation. Translating these descriptions to a machine-aware form would facilitate the integration of the RDD with the other parts of MPEG-21, specially REL, and the implementation of MPEG-21 compliant software tools.

In order to achieve these objectives, the target has been a knowledge representation framework with a wide range of utilities available. Our approach has been to use the Semantic Web paradigm. The web-orientation of this approach would also facilitate the integration of MPEG-21 implementations in the World Wide Web scenario.

* This work has been partly supported by the Spanish Ministry of Science and Technology under the AgentWeb project (TIC2002-01336).
The Semantic Web paradigm is an attempt to leverage the Web from a distributed information repository to a distributed knowledge one. The Semantic Web basic tools are the Resource Description Framework (RDF) [2] and RDF Schema [3]. A more advanced tool is the Web Ontology Language (OWL) [4]. Using these tools and starting from our previous experience in developing a general ontology for Digital Rights Management [5], we have developed this ontology for the MPEG-21 RDD, IPROnto.

2 MPEG-21 Rights Data Dictionary (RDD)

The aim of MPEG-21 [6] is to define a multimedia framework to enable transparent and augmented use of multimedia resources across a wide range of networks and devices used by different communities. MPEG-21 is organized into several parts already developed or currently under development, see Table 1.

| Part 6: Rights Data Dictionary (RDD)     | Part 13: Scalable Video Coding |
| Part 7: Digital Item Adaptation (DIA)     | Part 14: Conformance Testing |

The sixth part of MPEG-21 specifies a Rights Data Dictionary for use within the MPEG-21 Framework. This Rights Data Dictionary forms the basis of all expressions of rights and permissions as defined by the MPEG-21 Rights Expression Language. MPEG-21 sees a Rights Data Dictionary as a dictionary of key terms which are required to describe rights of all users, which can be unambiguously expressed using a standard syntactic convention, and which can be applied across all domains in which rights need to be expressed. A Rights Expression Language is seen as a machine-readable language that can declare rights and permissions using the terms as defined in the Rights Data Dictionary.

The RDD System comprises the RDD Dictionary (Terms and their TermAttributes) and the RDD Database (the tool containing the RDD Dictionary). The Rights Data Dictionary consists in a set of clear, consistent, structured, integrated and uniquely identified Terms to support the MPEG-21 Rights Expression Language. The StandardizedTerms are specifically defined to support the REL and provide the foundation of the RDD Dictionary. New Terms, developed specifically to support REL requirements, independently or from mappings from other schemes, can be added to the RDD Dictionary through the registration of such Terms with the Registration Authority. The process to create such a Registration Authority to administer the RDD is under way.

As a closed ontology, all RDD terms are defined with reference to other Terms in the dictionary. This has two main consequences for the understanding of a term when it is used in an REL license. The first is that no assumptions should be made about the meaning of a term based on the coincidence that it bears the same name as something
in an application domain. The second consequence concerns the inheritance of meaning. As the rights data dictionary is a hierarchical ontology, most of the meaning of a term is inherited from its parent(s) (in RDD terminology, its Archetypes). This RDD standard contains all the RDD StandardizedTerms listed in alphabetic order, each term is shown with its TermAttributes and all of its immediate Types and Allowed-Values.

The Dictionary has the characteristics of a structured ontology, in which meaning, once it has been defined, can be passed on from one term to another by logical rules of association such as inheritance and opposition.

The fourteen ActTypes which provide basic functionality for the REL are: Adapt, Delete, Diminish, Embed, Enhance, Enlarge, Execute, Install, Modify, Move, Play, Print, Reduce and Uninstall. They are employed within a rights expression. These Multimedia Extension Rights are capable of being used to create licenses required by Rights Holders. The fourteen ActTypes have been defined in response to requirements identified in the process of developing the REL and RDD Standards, particularly focused on common processes in the use and adaptation of Digital Resources. However, it is recognised that in future further ActTypes will have to be introduced into the RDD Dictionary in response to new requirements from REL users.

3 Semantic Web Concepts

In this section, RDF, RDFS and OWL are presented. RDF and RDFS are referred together as RDF/S. RDF is used to associate metadata to resources in order to make information about them explicit. Resources are named using URIs, i.e. URLs or URNs. The RDF modelling primitive is the graph. It is composed by a set of arcs used to assert property values about resources and to relate resources between them. Arcs are also called triples in RDF terminology. Each graph arc is composed by a subject URI (the resource about which the statement is made), a property URI and a value (literal) or an object URI (the resource to which the subject is related by the property).

An RDF description is composed by a set of arcs describing some resources. The set of arcs constitutes a graph that can be navigated in order to retrieve the desired metadata. There is an example in Fig. 1.

As it has been seen until now, RDF provides a framework to model metadata. The basic primitive is the graph. This can be compared with the XML context, where the modelling tool is the tree. However, as an XML tree, an RDF graph is on its own basically unrestricted. Therefore, in order to capture the semantics of a particular domain, some primitives to build concrete “how things are connected” restrictions are necessary.

The tool that provides these restriction-building primitives is RDF Schema. It can be compared to XML Schema or DTDs, which provide building blocks to define
restrictions about how XML elements and attributes are related. The primitives are some restricted URN names defined in the RDF and RDFS namespaces.

RDFS provides Object Orientation-like primitives. With these primitives, class hierarchies can be defined. Resources are declared members of some of these classes and inherit their associated restrictions. The RDF/S classes are summarised in Section 6.1 of the RDF Schema specification [7]. Moreover, there is a special kind of class: Property. It contains all the resources used to relate subject and object in triples. Property hierarchies can also be defined, and domain (origin) and range (destination) of the RDF graph arcs can be restricted to specific classes. They are summarised in Section 6.2 of the RDF Schema specification [8].

The Web Ontology Language is a more advanced ontology building toolkit. It provides more fine-grained primitives that allow additional restrictions. OWL will allow mapping almost all the relations in Genealogy to RDDOnto. Many of the RDD relations in Genealogy are not mappable using only RDF/S constructs, more details about that are presented in the next section.

OWL is superset of RDF/S, i.e. in an OWL ontology all the primitives of RDF/S can be used. Therefore, when we refer to OWL primitives, all the primitives from RDF/S will be also considered. The primitives are summarised in Appendix A of the OWL Web Ontology Language Reference [9].

4 RDDOnto: An Ontology for Rights Data Dictionary

The set of all predefined classes and properties are the building blocks provided by the OWL and RDF/S frameworks. These building blocks are used to construct Semantic Web ontologies, i.e. sets of restrictions to the basic RDF elements. These restrictions can be automatically validated in order to test that a particular RDF description conforms to the semantics of the particular domain captured by the ontology.

In the next subsection, we will detail how first RDF/S and afterwards OWL frameworks can be used to capture the definition of RDD terms and a great part of their semantics. RDF/S is capable of modelling only a fraction of the RDD semantics. This fraction is augmented when the constructs introduced by OWL are also used. Therefore, two versions of the ontology can be produced. The simpler one uses RDF/S and the more complex uses OWL.

4.1 RDD Specification Analysis

The RDD Specification defines a set of terms. Terms are what is going to be modelled using RDF/S. For each term, its description is composed by a set of descriptive attributes:

- **Headword**: The term name. It must appear in the term description.
- **Synonym**: Some alternative names. It is not mandatory.
- **Definition**: A short text that defines the term.
- **MeaningType**: From a set of predefined types: Original, PartlyDerived and Derived.
- **Comments**: Extended textual information about the term. It is not mandatory.
– **Relationships**: Relations, from a set of predefined ones, between these terms and other terms that capture its semantics. The relations are classified in these categories:

- **Genealogy**: The relations in this category will be the focus of RDDOnto. They are: `IsTypeOf`, `IsA`, `IsEquivalentTo`, `IsOpposedTo`, `IsPartOf`, `IsAllowedValueOf`, `HasDomain`, `HasRange` and `IsReciprocalOf`.
- **Types, Family, ContextView** and **Membership of Sets**: These categories will be analysed in future versions of RDDOnto. They are primarily concerned with the generative semantics of the RDD terms and they are less relevant during final ontology use.

These are the target attributes of RDDOnto. Their values will be mapped to OWL representation tools, which include also RDF/S ones, in order to capture the greatest part of their implicit semantics.

### 4.2 RDD to RDF/S Mapping

From the RDD Specification analysis two kinds of attributes can be detected. The first group is composed by those attributes with unstructured values, i.e. textual values. They can be easily mapped to predefined or new RDF properties with textual (literal) values. The first option is to try to find predefined RDF properties that have the same meaning that the RDD term attributes that are being mapped. When this is not possible, the RDFS constructs will be used to define new RDF properties to which the corresponding attributes will be mapped.

The mappings of this kind are shown in Table 2. Note that the Dublin Core [10] RDF Schema is also reused in RDDOnto. The Dublin Core (DC) metadata element set is a standard for cross-domain information resource description. The DC RDF Schema implements the Dublin Core standard.

<table>
<thead>
<tr>
<th>RDD Attribute</th>
<th>RDF Property</th>
<th>Kind of RDF property</th>
</tr>
</thead>
<tbody>
<tr>
<td>Headword</td>
<td>rdf:ID</td>
<td>Predefined in RDF</td>
</tr>
<tr>
<td>Synonym</td>
<td>rddo:synonym</td>
<td>New property defined in RDDOnto</td>
</tr>
<tr>
<td>Definition</td>
<td>dc:description</td>
<td>Predefined in Dublin Core RDF Schema</td>
</tr>
<tr>
<td>MeaningType</td>
<td>rddo:meaningType</td>
<td>New property defined in RDDOnto</td>
</tr>
<tr>
<td>Comments</td>
<td>rdfs:comment</td>
<td>Predefined in RDFS Schema</td>
</tr>
</tbody>
</table>

The other kind of attribute is the Relationships one. Its value is not textual. Firstly, it is categorised in five groups: **Genealogy**, **Types**, **Family**, **ContextView** and **Membership of Sets**. Each of these groups is composed by a set of relation that can be used to describe a term related to other terms of the RDD Specification.

As has been justified in the previous section, only the Genealogy group is considered. The relations in this group are presented in the upper part of Table 3 together with a short description and the equivalent RDF property used to map them in RDDOnto. Only the RDD relations with an equivalent property in RDF/S are mapped at this level, i.e. `IsTypeOf`, `IsA`, `HasDomain` and `HasRange`. The other relations have associated semantics that do not have an equivalence in RDF/S.
Therefore, if the mapping is restricted to the possibilities provided by RDF/S, then we get an uncomplete ontology, i.e. it does not capture all the available semantics of RDD. However, on top of RDF/S, more advanced restriction building tools, like OWL, have been developed. In the next sections the improvements that can be done using OWL are presented.

### 4.3 RDD to OWL Mapping

Using OWL ontology building blocks, some of the previously unmapped RDD relations can be mapped to the RDD ontology. In bottom part of Table 3 they are presented together with a short description and the equivalent OWL property used to map them in RDDOnto. With OWL all the RDD relations that have been considered relevant have been mapped to RDDOnto, i.e. except those from *Relationships* that are not the *Genealogy* group.

**Table 3.** RDF and OWL mappings for the RDD relations in the Genealogy group.

<table>
<thead>
<tr>
<th>RDD relation</th>
<th>Short description</th>
<th>RDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>IsTypeOf</td>
<td>Builds the hierarchy of term types</td>
<td>rdfs:subClassOf</td>
</tr>
<tr>
<td></td>
<td></td>
<td>rdfs:subPropertyOf</td>
</tr>
<tr>
<td>IsA</td>
<td>Relates an instance term to its type</td>
<td>rdf:type</td>
</tr>
<tr>
<td>HasDomain</td>
<td>For relation terms defines the source term type of the relation</td>
<td>rdf:domain</td>
</tr>
<tr>
<td>HasRange</td>
<td>For relation terms defines the target term type of the relation</td>
<td>rdf:range</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RDD relation</th>
<th>Short description</th>
<th>OWL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Is</td>
<td>Relates QualifiedResources to AscribedQualities</td>
<td>rddo:hasQuality</td>
</tr>
<tr>
<td>IsEquivalentTo</td>
<td>Relates two equivalent terms</td>
<td>owl:equivalentClass</td>
</tr>
<tr>
<td></td>
<td></td>
<td>owl:equivalentProperty</td>
</tr>
<tr>
<td></td>
<td></td>
<td>owl:sameIndividualAs</td>
</tr>
<tr>
<td>IsOpposedTo</td>
<td>Relates two opposite terms</td>
<td>owl:disjointWith</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(owl:complementOf)</td>
</tr>
<tr>
<td>IsPartOf</td>
<td>Relates a terms that is part of another term</td>
<td>rddo:isPartOf</td>
</tr>
<tr>
<td>IsAllowedValueOf</td>
<td>Relates an instance terms that is allowed value of a type term</td>
<td>Inverse of owl:oneOf</td>
</tr>
<tr>
<td>IsReciprocalOf</td>
<td>For relation terms defines the relation terms that captures the inverse relation</td>
<td>owl:inverseOf</td>
</tr>
</tbody>
</table>

### 4.4 Implementation

The RDD to RDF/S and OWL mappings that have been established in Table 2, Table 3 and Table 4 have been implemented in the RDDOntoParser. It is a Java implementation of these mapping using regular expressions [11]. Regular expressions are used to define patterns that detect the RDD part of the mappings. When patterns match, the corresponding RDF is generated in order to build RDDOnto.

The input of the RDDOntoParser is a plain text version of the Table 3 – Standardized Terms of the RDD Specification [1]. The output constitutes the RDDOnto Web ontology [12]. Fig. 2 shows a drawing of the Act hierarchy generated automatically from RDDOnto using the Protégé [13] ontology editor with the OntoViz visualisation plug-in.
Fig. 2. ActType hierarchy diagram.
During the mapping process, some inconsistencies in the RDD specification have been found. One group are inconsistencies between RDD terms definitions and their graphical representations. Another group are references to terms not defined in the specification.

5 Using RDDOnto

Once the RDD ontology is ready, the Semantic Web tools that are available can be used to develop MPEG-21 RDD implementations. Some of these tools are presented in [14] and in [15]. In the next subsection, our experience with one of these tools is presented.

5.1 Using RDDOnto with Sesame

Sesame [16] is an RDF tool. Concretely, it is an RDF repository. It is used to store both RDF Schemas and metadata. In other words, it can store together web ontologies (Classes and Properties definitions) and instances of them that constitute resource descriptions. The stored schemas and metadata can be queried using three different query languages, navigated or serialised to RDF.

A Sesame RDF repository containing RDDOnto can be accessed at [17]. Sesame repositories can be easily created installing the Sesame software over a Java servlet container (e.g. Tomcat) and then configuring a metadata repository using a relational database (MySQL, Postgres or Oracle).

Once the Sesame repository is ready, the Sesame tool can be accessed using a web browser. From this interface, RDDOnto can be interactively uploaded and queried. For a programming interface, the RDDOntoAPI has been implemented. Some details are presented in the next section.

5.2 Using RDDOnto from Java

An RDDOntoAPI has been developed with Java in order to interact with RDDOnto, once it has been loaded into Sesame. This API is used to integrate RDDOnto with other tools, such as our REL (MPEG-21 Rights Expresssion Language) License Interpreter [18].

In order to facilitate API integration, RDDOntoAPI is also available from a web service interface. Web services are specified using the Web Services Description Language (WSDL) [19]. The RDDOntoAPI WSDL specification is available from [20]. Table 5 shows and example of use of the web service interface.

Table 4. Instancing the client service proxy to invoke getRDDSuperTypes operation.

```java
import org.systinet.wasp.webservice.Registry;
import edu.upf.dmag.mpegontos.iface.RDDOntoAPI;
...
String wsdlURI = http://hayek.upf.es:8080/wasp/MPEGOntosAPI";
RDDOntoAPI service =
(RDDOntoAPI)Registry.lookup(wsdlURI, RDDOntoAPI.class);
String[] superTypes = service.getRDDSuperTypes("Play");
```
The getRDDSuperTypes operation is used to retrieve from the RDD ontology (RDDOnto) all the parents of the given type, from the RDD point of view. For instance, if the RDD term is an act type like Play, all the parent act types will be returned: Transform, Render, Perform, UseAsSource, Make, InteractWith, Express,…

This operation is used during license checking. If it fails for the required right, the parents of the right are retrieved and checked as, from the semantics of the acts hierarchy, it is derived that they include the rights appearing as subtypes.

It is implemented as a query submitted to the Sesame repository using one of the Sesame’s query languages, RQL [21]. It is an augmented version of SQL that allows exploiting the greater expressive power of RDF, compared to relational databases.

6 Conclusions and Future Work

We have presented RDDOnto, an ontology for the MPEG-21 Rights Data Dictionary (RDD). Its added value over other initiatives to implement rights data dictionaries is that it is based on applying an ontological approach. This is done by modelling the RDD standard using ontologies. Ontologies allow that a greater part of the standard is formalised and thus more easily available for implementation, verification, consistency checking, etc.

RDDOnto demonstrates the benefits of capturing the RDD semantics in a computer-aware formalisation. It can be seen that it is easier to integrate RDD in order to develop MPEG-21 tools.

MPEG-21 tool implementers can use the API in order to facilitate access to many characteristics of this standard that are quite inaccessible from the resources directly provided, i.e. informal terms specifications. Indeed, this has been proven during the development of the REL License Interpreter [18].

Future plans are focused on applying also the ontological approach to another part of the MPEG-21 specification: the Rights Expression Language (REL). REL is specified in MPEG-21 using a different approach: XML Schemas.

Our intention is to automate the XML schema mapping to OWL ontology step. Then, once the REL ontology is available, it would be easier to integrate it with RDD as both will be formalised using the same language, OWL.
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Abstract. In recognizing the significance of linking the power of electronic commerce to relationship marketing in continuously provided service context, this study investigates the role of electronic commerce in determining desirable customer relationship outcomes. In particular, this paper proposes the positive associations between customers’ use of electronic commerce in stock trading and four customer relationship outcomes such as perceived service quality, overall satisfaction, attitudinal loyalty, and actual retention. Empirical data were collected from an intercept field survey of 170 customers of two major Korean stock trading brokers. Our main findings from a path analysis indicate that use of electronic commerce in stock trading is strongly associated with high levels of service quality and actual retention. Service quality turns out to play a significant mediating role in predicting the impacts of use of electronic commerce on overall satisfaction and customers’ actual retention. Despite several limitations, including cross-sectional design conducted only in Korea, this study advances the understanding of the powerful role of electronic commerce in creating some desirable customer relationship outcomes.

1 Introduction

Recently, use of electronic commerce as a means of enacting transactions and relationships with customers is increasing exponentially [1][2]. Since inherent opportunities of electronic commerce for conducting business online are driving the development of a new customer relationship paradigm, development of new products and pursuit of low cost ‘self-service’ strategies [3][4], most organizations, large and small, are making major electronic commerce-related investments [5].

For example, in spite of the short history of electronic stock trading in Korea, most local brokers offer electronic stock trading services. The electronic trading value of stocks surged to nearly 60.3% of total trading value in December 2003 [6]. This is remarkable when compared to the online brokerage penetration ratio of other countries.

In recognizing the significance of electronic commerce, a lot of previous studies have concentrated mainly on the adoption of this new technological innovation in the context of business-to-business transactions or one-time business-to-consumer interaction. However, little academic research has investigated electronic commerce in the context of continuously provided service where the customer typically enters into a
formal relationship with the service provider and, subsequently, consumes or uses the service (continuously or intermittently) for an extended time period. The goal of this paper is to examine the role of electronic commerce in determining desirable customer relationship outcomes in Korean stock trading industry where the development of electronic stock trading has been faster-than-expected. In particular, this paper would examine the effects of customers’ use of electronic commerce in stock trading service context on key customer relationship outcomes such as perceived service quality, overall satisfaction, attitudinal loyalty and actual retention.

This paper is organized into five sections. The second section develops the research hypotheses based on the literature reviews. The third section describes the methods and procedures of this study. The following section presents the results of this study. The final section presents the summary and conclusions with the limitations and implications of this study.

2 Literature Review and Research Hypotheses

2.1 Impacts of Use of Electronic Commerce

The relevant stream of research in marketing has examined the impact of specific marketing efforts on perceptual dependent variables such as perceived service quality, overall satisfaction, attitudinal loyalty and actual retention [7]. These customer relationship outcomes have been the focus of relationship marketing theory and practice since delivering high quality service and having satisfied and loyal customers are viewed as indispensable for gaining a sustainable advantage [8].

Recently, as electronic commerce proliferates, all organizations, large and small, are making major electronic commerce-related investment decisions to stay in business and be competitive [5]. Electronic commerce investments are expected to improve the execution of business transactions over various electronic networks. These improvements may result in greater economic efficiency such as lower costs, and more rapid exchange [9]. In the meantime, according to Coulter and Ligas [10], new technological improvements such as electronic commerce can play important roles in how customers view service relationship. Thus electronic commerce investments are also expected to result in enhanced service quality and customer satisfaction but, ultimately, these two success factors are likely to lead to customer loyalty [11][12].

Given the importance of customer relationship outcomes to service businesses and the recent development of electronic commerce, a critical research agenda that requires attention is whether there is a significant link between electronic commerce-related investments and customer relationship outcomes [11]. A better understanding of the relationship between electronic commerce and customer relationship outcomes may provide service firms with information to decide the future of electronic commerce arrangements.

This research assesses the importance of electronic commerce as a strategic driver of customer relationship outcomes for a continuously provided service firm, in particular stock brokerage firm. We assume that the underlying processes through which customers’ use of electronic commerce in stock trading leads to improvements in
service quality and higher levels of overall satisfaction, and ultimately to such desired outcomes as attitudinal loyalty and actual behavioral retention

Hypothesis 1 (H1): Customers’ use of electronic commerce in stock trading is positively associated with their perceived service quality.

Hypothesis 2 (H2): Customers’ use of electronic commerce in stock trading is positively associated with their perceived overall satisfaction with their stock brokerage firm.

Hypothesis 3 (H3): Customers’ use of electronic commerce in stock trading is positively associated with their attitudinal loyalty.

Hypothesis 4 (H4): Customers’ use of electronic commerce in stock trading is positively associated with their actual behavioral retention

2.2 Indirect Impacts of Use of Electronic Commerce

The dynamic relationships among service quality, customer satisfaction and customer behavior (loyalty, switching or repurchasing) constitutes the research area of particular interest [13]. The cumulative insights from previous studies support the general notion that service quality enhances customer satisfaction, which, in turn, contributes to customer loyalty [14]. The quality-satisfaction-loyalty linkage is also consistent with Heskett, Sasser, and Schlesinger’s work [15] on the service-profit chain. In terms of retaining customers, previous research shows that service quality and overall service satisfaction can improve customers’ intentions to stay with a firm [16].

We assume that use of electronic commerce in stock trading will have a positive effect on each of four key relationship outcomes such as perceived service quality, overall satisfaction, attitudinal loyalty and actual retention. In the meantime, the literature review on the dynamic relationships among those outcomes suggest that service quality can be a more central constructs which mediates the effect of use of electronic commerce in stock trading on overall satisfaction, attitudinal loyalty and actual retention. This leads to the following hypotheses:

Hypothesis 5 (H5): The effect of use of electronic commerce in stock trading on overall satisfaction is mediated by service quality.

Hypothesis 6 (H6): The effect of use of electronic commerce in stock trading on attitudinal loyalty is mediated by service quality.

Hypothesis 7 (H7): The effect of use of electronic commerce in stock trading on actual behavioral retention is mediated by service quality.

As was discussed earlier, if use of electronic trading is the sole exogenous variable, its effect on customer loyalty outcomes can be mediated by the link between service quality and overall satisfaction. This leads to the following hypotheses:

Hypothesis 8 (H8): The effect of use of electronic commerce in stock trading on attitudinal loyalty is mediated by service quality and overall satisfaction.

Hypothesis 9 (H9): The effect of use of electronic commerce in stock trading on actual behavioral retention is mediated by service quality and overall satisfaction.
3 Methods

3.1 Operational Measures

Measurement of most constructed variables in this study was executed by having respondents evaluate numerically a series of survey questions intended for the construction of multi-item composite measures. The validity of individual items was first examined using principal components factor analyses. Items that loaded as expected were included in creating multi-items indices. According to the method of average ratings, scores on items written to measure the same construct are summed and then averaged to create composite measures. All multi-item composite measures were subjected to reliability analyses.

**Use of Electronic Trading:** In order to measure actual use of electronic commerce in stock trading, the survey asked about the extent or degree to which stock transactions was made through electronic trading during last six months. This is a composite index with two items, including: 1) portion of total number of orders that was made through electronic trading during last six months; and 2) portion of total $value of orders that was made through electronic trading during last six months. The portion was estimated by the percentage, which was stated on a five-point scale ranging from 1 to 5: 1) 1% to 20%; 2) 21% to 40%; 3) 41% to 60%; 4) 61% to 80%; and 5) 81% to 100%. It was because raw percentages needed to be collapsed into more managerial and interpretable number of scale categories. In addition, 0 was assigned to the cases that never used electronic trading.

**Service Quality:** The items measuring service quality includes 1) consistency and dependability; 2) timeliness; 3) reliability and accuracy; 4) accessibility; 5) responsiveness and 6) personalization and customization.

**Overall Satisfaction:** The index consists of three statements including 1) I feel that this broker manages my account in a good way; 2) I am delighted with my overall relationship with this broker; and 3) I wish more of my suppliers were like this broker.

**Attitudinal Loyalty:** To measure the respondent’s attitudinal loyalty, a seven-item composite index, representing all of three sub-dimensions such as relationship commitment, willingness to recommend and willingness for one-stop shopping, was operationalized based on previous marketing literature.

**Actual Behavioral Retention:** In order to measure the actual behavioral loyalty, the survey asked about the extent to which stock transactions was made through the respondent’s primary broker during last six months. This is a composite index with two items, including: 1) portion of total number of orders that was made through the respondent’s primary broker during last six months; and 2) portion of total $value of orders that was made through the respondent’s primary broker during last six months. The portion was estimated by the percentage, which was stated on a five-point scale ranging from 1 (1% to 20%) to 5 (81% to 100%).
3.2 Sampling and Data Collection

The individual customers (retail investors) of two major Korean stock trading brokers, that sponsored this empirical study, were selected for the sample population for this study. However, it was impossible to get a complete list of customers from these firms because of the strict regulation and concerns on privacy issues. Since the sampling frame for telephone or mail survey was not available, a field survey at the branches was selected for the alternative way of collecting empirical data for hypotheses testing. This method is often used and justified in marketing research, in particular in service marketing studies [17][18][19]. In spite of the possibility of missing the investors conducting electronic trading from their office or home, we assumed that significant portion of them use the cyber branches near their office or home during lunch or other break time. It is because that they may not be allowed to do electronic trading at work or they may prefer high-speed access to the Internet and better IT (information technology) environment available at the cyber branches to plain dial-up connection at home. In addition, even the investors conducting electronic trading from their office or home need to be supplemented by some periodic or irregular visits to offline branches, where they can monitor real market atmosphere, discuss investment strategy with other investors or catch up informal information.

Sampling of branches for the field survey was conducted based on the type (traditional physical branch versus cyber branch) and geographical dispersion to avoid local bias and to better represent the population. A total of 10 branches including 4 cyber branches were selected for a field survey.

Considering our observation and the suggestions of branch managers, the time zone around the lunch hour (between 11:00 a.m. to 2:00 p.m.) was selected as a convenient time to intercept the investors. It was because that most investors were busy around the market opening or closing time and many employed investors or homemakers seemed to visit the brokers’ branches near their office or home during lunch break. Under the help and cooperation of branch managers, respondents were intercepted randomly at the selected branches. Of 220 contacted respondents, 33 refused to participate and 17 respondents did not finish the survey. One of the provided reasons for refusal to participate was their unhappiness with the portfolio performance. The main reason for incompletion was their tight schedule. Upon termination of data collection, a total of 170 retail investors were surveyed successfully, representing a response rate of 77%. Regarding sample characteristics, about half of respondents were in the age between 30 and 39 and more than 80% of respondents were male investors. In addition, about 60% of them turned out to graduate four-year college and have full-time jobs. This is consistent with the common sense that typical individual investors in Korea are normally male investors who are in the age of 30’s, hold bachelor’s degree, and are fully employed.

4 Results

As Figure 1 indicates, in the path model (structural equation model) use of electronic trading is specified as an exogenous variable, and service quality, overall satisfaction,
attitudinal loyalty, and actual retention are specified as endogenous variables. Figure 1 contains the overall goodness of fit indices and the standardized parameter estimates for the hypothesized model (H1 to H9). This model was tested using the LISREL 8.2, which is a program for structural equation modeling.

![Diagram of the path model](image)

**Goodness of Fit**
- Chi-square = 357.37 (df=161/ p< .01)
- GFI (Goodness of Fit Index) = .82
- CFI (Comparative Fit Index) = .93

**Fig. 1.** The Result of Path Model.

The overall goodness of fit indices suggests a suitable and acceptable fit of the model to the data. The value of Chi-square statistic of 357.37 with 161 degrees of freedom indicated that the LISREL model would not be rejected by a test. This Chi-square statistic is statistically significant because our sample size (N = 170) is within the range recommended (100 < N < 200) for this statistic [20]. The goodness of fit index (GFI) value turned out to be .82. Though it is a little smaller than the general cutoff value of .90, this may be acceptable fit value because the sample size of this study is smaller than 250 [21]. The comparative fit index (CFI) value appeared to be .93, which is greater than the cutoff value of .90. This acceptable value of the CFI suggests that the hypothesized path model represented an adequate fit to the data [22].

As shown in Figure 1, five of nine standardized path coefficients are positive and statistically significant at the alpha level of .05 (t value is greater than 1.96). The five supports are found for relationships between use of electronic trading and service quality ($\gamma = .31, p < .05$), between service quality and overall satisfaction ($\beta = .76, p < .05$), between overall satisfaction and attitudinal loyalty ($\beta = 1.12, p < .05$), between use of electronic trading and actual retention ($\gamma = .22, p < .05$), and finally between service quality and actual retention ($\beta = .49, p < .05$). Thus hypotheses H1 and H4 were supported. However, the relationships between use of electronic trading and overall satisfaction (H2) and between use of electronic trading and attitudinal loyalty (H3) were not confirmed here.
Instead of a direct effect, use of electronic trading appeared to have an indirect effect through service quality on overall satisfaction. Thus hypothesis H5 was supported. However, use of electronic trading appeared not to have an indirect effect through service quality on attitudinal loyalty. Thus hypothesis H6 was rejected. In the meantime, use of electronic trading appeared to have not only a direct effect but also an indirect effect through service quality on actual retention. Thus hypothesis H7 was also supported.

In addition, according to Figure 1, use of electronic trading turned out to have an indirect effect through overall satisfaction as well as service quality on customers’ attitudinal loyalty. Thus H8 was also supported. However, hypothesis H9 was not supported.

5 Conclusions

This study contributes to the literature on electronic commerce and service relationship marketing by empirically examining the impacts of customers’ use of electronic commerce in stock trading on customer relationship outcomes in the context of Korean stock trading industry, where electronic trading has already taken off.

It was the goal of this study to identify the dynamic relationships among use of electronic commerce and four relationship outcomes. The results of a structural equation analysis confirm two of four direct associations between use of electronic commerce and relationship outcomes: 1) use of electronic commerce and service quality, and 2) use of electronic commerce and actual retention. Service quality turns out to play a significant mediating role in predicting the impacts of use of electronic commerce on overall satisfaction and customers’ actual retention. Overall satisfaction also appears to play a mediating role with service quality in predicting the impacts of use of electronic commerce on customers’ attitudinal loyalty.

While it has successfully addressed the proposed hypotheses, as with most research efforts, this study is not without limitations. One limitation relates to the sampling procedure. This study adopted a customer intercept field survey at the selected branch offices because it was impossible to get a complete customer list for random sampling. Though the sample of this study may not represent the targeted population well, regulation on customer privacy information necessitated and justified the use of this method as an alternative way of sampling and data collection. Moreover, considering the relatively large number of research variables, the sample size of this study may be a little small and need to be increased. Another limitation is regarding the cross-sectional design of this study. Since the data was collected at a single point of time, it is only possible to make conclusions regarding the associations among the research variables. Causal linkages and implications could be strengthened with multiple years of measurement of the research variables. This longitudinal approach may be adequate to capture changes in some variables or establish a direction. For example, the strengths of the findings will be enhanced by the use of longitudinal data in trying to predict actual behavioral retention.
Several managerial implications emerge from this study. For managers, it is evident that the time has arrived where no brokerage firm can ignore the benefits that a sound electronic commerce system can provide. Thus, it is essential that managers should recognize that electronic commerce strategies lie at the heart of the capability for survival. In addition, before they commit adequate resources, managers should make sure that electronic commerce strategies produce the desirable outcomes to justify their required investments. They should assess the potential of electronic commerce in producing favorable outcomes when they implement and operate an electronic commerce system.

For further studies, it would be interesting to examine the possible reverse association between use of electronic commerce and customer relationship outcomes. It is because increased relationship outcomes may encourage more use of electronic commerce. Moreover, this possible causal linkage should be studied by a longitudinal approach.
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Abstract. Value creation has been considered as a central strategic task in e-business management while strategic planning has been noted as a critical step in e-business development. This paper aims at providing a conceptual approach for developing e-business models, identifying e-business values, and then directing subsequent value based strategic planning process according to the integrated e-business model framework. Value-related dimensions identified in this paper include market, supply chain, enterprise, product and service, and customer. Accordingly, value based e-business strategies to be planned include market strategy, supply chain/value chain strategy, organization strategy, product and service strategy, and customer strategy. Also discussed are value management functions and process.

1 Introduction

For the past few years, the issues of value proposition, creation, and management in e-business (EB) have received considerable attention [5,7,9,10,15,19,20,21,22,25]. In a special issue of Industrial Marketing Management on Customer Value in Business Markets [20], value is addressed from three different perspectives: value creation for the customer, value creation for the supplier, and joint buyer-seller value creation. Three domains for future customer value research brought up in this issue include theory development, measurement techniques, and marketing strategy development and implementation. The measurement of business value has also been described using different point of views. Some see it as economic profits involving costs and revenues, others view it as non-monetary benefits such as competitive gains, social relationships, and management capabilities [5,9]. Actual assessment of business values is hard due to the complexity of identifying and measuring both the quantitative and qualitative benefits. Although value creation has been considered as a central strategic task in EB development and management, most of the previous research works focus simply on a specific type and dimension of values such as customer value, supplier value, product value, process value, or value of supply chain, information technology (IT), and information system (IS) etc [1,4,12,13,14,20,21]. A strategic framework for identifying and evaluating business values from an integrated perspective is still not yet explored in the literature.
Among previous research works, Grey et al. [9] argue that a critical part of business value creation is identifying the business processes to transform and selecting the right initiatives to enable the transformation. They present a methodology involving a value chain modeling tool to quantify the relationship in EB investments and business value. The IT infrastructure, the applications, and the business processes are all identified as a critical role in creating business value. Moller and Torronen [13] address the issue of evaluating business suppliers’ value creation potential and propose a framework for connecting specific supplier capabilities to different types of value production. Supplier-value dimensions are classified according to efficiency, effectiveness, and network functions. They reorganize the direct and indirect value functions in a buyer-supplier relationship identified by Walter et al. [22] to include profit, volume, and safeguard functions in the efficiency dimension, innovative function in the effectiveness dimension, as well as resource-access, scout, and market-signaling functions in the network dimension. Ulaga [21] identifies eight dimensions of value creation in manufacturer-supplier relationships from in-depth interviews with purchasing managers. These relationship value drivers are product quality, service support, delivery, supplier know-how, time-to-market, personal interaction, direct product costs (price), and process costs. Zott et al. [25] investigate strategies for value creation in e-commerce (EC) companies. Based on a survey of 30 European companies, two main strategies identified are enhancing transaction efficiency of the business model and creating stickiness to facilitate repeat transactions. Osterwalder and Pigneur [15] describe value proposition as the definition of how items of value and complementary value-added services are packaged and offered to fulfill customer needs. They argue that the value proposition is at the center of strategic tasks and tend to be complex and hard to communicate, and for handling the task well, a framework and a formal method for conceptualizing and modeling value proposition must be developed and applied. They see value proposition as a business model element that can be further decomposed into a set of elementary value propositions, and their framework focuses mainly on the product element. The elementary value proposition is characterized by attributes including description, reasoning, life cycle, value level, and price level. Value can then be created by either matching product attributes with customer needs or by reducing the customer’s risks and efforts. Both the value level and price level are measured using qualitative scales. Favaro [5] considers Value Based Management (VBM) as an integrated strategic and financial approach to the general management of businesses. Principles of VBM introduced for IT and software businesses in particular indicate that economic value maximization drives IT investment strategies and strategy drives selection of IT investments. He also points out that due to the multitude of unknowns in predicting economic benefits, a high-level strategy framework linking entire strategies to value creation at the level of the business is needed to make profitability parameters explicit. Two primary determinants of business value creation including market economics and competitive position are identified while a financial metric for measuring economic value creation is also presented. The main idea is to formulate the economic profit as the amount of the investment multiplied by the difference of the return on investment (ROI) and the opportunity cost of capital.
Summarizing the concepts and opinions from the literature regarding EB value creation and strategic planning issues, we may conclude that (1) value creation is a major strategic but complex task in EB, (2) an integrated framework for conceptualizing value creation as well as for linking entire strategies to value creation are needed, (3) a value based metric is required to measure the business value and the effectiveness of business strategies, (4) business value is treated as an element of the business model that guides the process of strategic planning, (5) emerging dimensions and metrics of business values vary considerably among various research works and do not provide guidelines for understanding and performing overall value assessment, and (6) previous research related to integrated framework of value and strategy and associated measurement metrics are still very rare, if not totally missing. It is noted that to be profitable and sustainable in EB, an e-company must develop at the first place a suitable e-business model in which value creation is an integral part, and then conduct the value based strategic planning process based on the EB model framework. Therefore, to bridge the gap of the literature, the goal of this paper is to provide a conceptual approach for identifying EB values and directing subsequent strategic planning process based on an integrated framework of business model, value creation and strategic planning. A value based management process will also be discussed. The rest of this paper is organized as follows. In section 2, an EB model framework is presented. In section 3, types and sources of business values are identified and a value based management process is discussed. The value-based EB strategic planning process is described in section 4 followed by a conclusion in the final section.

2 An e-Business Model Framework

The integrated framework for EB models presented by Yu [23,24] is adopted and modified to guide better value identification and assessment. Major constructs and their relationships of the EB model framework are illustrated in Figure 1. Key components and related rationales are described below.

![Fig. 1. An integrated framework of e-business models.](image-url)
Markets: Markets are trading environments for buyers and sellers that can be classified in different ways such as by scope, targeted customers, transaction functions and processes, or by product categories. Markets can also be segmented by customer characteristics such as ages, sexes, incomes, and be clustered by customers’ buying behaviors and preferences. Markets provide opportunities for making profits.

Customers: Customers are buyers of the markets and can be categorized in several different types including individuals, businesses, organizations, and communities. Major goal of the e-business is to create customer values and to gain customer shares.

Competitors: Competitors are other players of the same markets that provide alternative buying choices to customers and compete on market and customer shares.

Supply chain partners/participants: Supply chain partners are other types of market players including suppliers of product materials or providers of channel and payment services. Supply chain partners are strategic alliances that share information and values through established network relationships. They are also closely coordinated in transaction, production and distribution cycles to gain efficiency and effectiveness.

Business companies: Business companies are providers/sellers of products and services in specific markets. They conduct business by allocating assets and resources, developing products and services, setting up supply chain, launching marketing plans and handling transactions in order for creating business values and making profits.

Products: Products, physical or digital in forms, are one of the target objects of business transactions that are offered by sellers to potential buyers. Products can be positioned and differentiated by specific features that are perceived by customers as valuable and worthy to buy.

Services: Services are other targeted objects of business transactions that can be classified into a variety of categories including information, brokerage, recommendations, advertising, intermediary marketplaces, payments, trust, utilities, networking, community, affiliate, and personalized services.

Assets and resources: Assets, as financial supports for conducting businesses, are major business resources that can be measured in monetary terms. Tangible assets consist of fixed and floating capitals such as equipment, cash reserves, stocks, and money collected from venture capitals and/or initial public offering (IPO). Intangible assets and resources include trademarks, brand awareness, technology infrastructure, patents, human resources (HR), management capabilities, and domain knowledge.

Costs: Costs are necessary expenditures for starting up and sustaining business operations. Essential costs include expenses and charges on products and services development, websites and IS implementation, marketing, purchasing, inventory, distribution, transaction processing, HR, application and other intermediary services, investment and acquisition, and goodwill amortization, etc.

Prices: Prices are specified money values for customers to pay in exchange of products and services. Besides of the fixed pricing method, the frequently used dynamic pricing methods include negotiation and auction. Billing methods include charging the customers by product volume, by service time/times, by monthly fees, by project costs, by number or amount of transactions, as well as charging the advertisers.
Channels: Channels are intermediary mechanisms with interactive processes between buyers and sellers for facilitating communications, sales, and deliveries.

Promotion: Promotion is one of the marketing activities that aim at capturing customer attentions and stimulating their buying desires. Possible types of promotion include advertisement, price discount, gift, and trade show. Push marketing techniques can be used to reach better-matched customers for achieving better promotion effects.

Distribution: Distribution is an activity to deliver information, products and services through online and/or physical channels. Physical products require establishing and operating physical channels or allying with some existing distribution channels.

Transactions and payments: Transactions and payments represent activity processes for customers to get information, place orders and issue payments for acquiring products and services.

Revenues: Revenues are incoming money received from prices paid by customers who actually buy products and services. Revenue sources include products, services, and advertising sales, as well as transaction fees and trading commissions etc.

Profits: Profits, reflecting company’s business performances, are net earnings that equal to the difference between total revenues and total costs. E-companies are trying hard to design and implement profitable e-business models to ensure profitability.

Market shares: Market share, representing portion of the market size owned by the company, is a percentage number obtained from dividing the company’s volume of sales or size of customer body by that of the entire market.

Economic scales: Economic scale is a targeted size of customer body that indicates the company’s break-even point and a starting point for gaining profits.

Competitive advantages: Competitive advantages represent strength and capabilities of the company to outperform competitors by offering better values to customers, obtaining higher market shares and business profitability.

Marketing strategies and plans: Marketing strategies and plans are strategic marketing decisions and action processes related to products, prices, promotions, and places (4P) factors, as well as their mix. The objective for implementing marketing plans is to increase competitive advantages, market shares and to make profits.

An e-company preparing to enter a new market must raise enough capitals and properly plan the usage of assets to cover all possible expenses and costs for ensuring continuous business operations. They need to identify target customers, develop products and services that match customers’ needs, and set up supply chains for strengthening company capabilities and attaining better business qualities. By implementing a well-designed marketing mix plan, an e-company should be able to develop and offer products and services to customers of the targeted markets with better values in terms of product quality, channel availability, price attractiveness, as well as brand awareness and trust than their competitors and thus to gain competitive advantages. The company can then expect to attain higher growth rates on revenues, market shares, and ultimately gain profits when the economies of scales are reached. When an e-company experiencing financial losses but still expecting increasing revenues, they must make
sure that current assets and future funding are capable of supporting the business operations longer enough to break even and start making profits. As for the customer site, they should be able to activate online transaction processes easily for searching and browsing desired information, placing orders, paying prices, and then receiving products and services through established sales and distribution channels. Greater customer satisfaction on the e-company’s products and services as well as marketing and security mechanisms ensures higher customer loyalty, and in consequence, leads to the fulfillment of the e-company’s objectives of sustaining competitive advantages and business profitability.

3 Value Identification and Management

Based on the e-business model presented in the previous section, value types and sources can be identified and value based management can be processed.

3.1 Value Identification

Based on the proposed EB model framework, levels of identified value sources comprise market environment, supply chain, business company, products and services, and customers as marked in Figure 1 by block letters. Value types identified then include market value, supply chain value, enterprise value, product and service value, and customer value. Associated value functions and measures are described below.

**Market value:** Market value refers to the business value perceived by the market and stakeholders. Value is created when a company allocates assets and resources to enter selected markets, conducts business operations, and makes profit. Level of market competitiveness, market revenues, market shares, and market capitalization are indicators of the market value.

**Supply chain value:** Strategic supply chain partners include material suppliers and channel, delivery, and financial service providers. Value is derived from sharing market and customer information, and integrating transaction, production and distribution cycles. Value indicators include cost reduction in information collection and in production and operation, time reduction in response to market demand and in transaction, production and distribution cycles, as well as revenue and profit increases for all participating parties in the entire supply chain. Also observed is the level of customer satisfaction related to time and location conveniences offered by the chain.

**Enterprise value:** Enterprise value refers to organization resources and capabilities to sustain business, create excellence, and capture opportunities. Values reside in asset, HR, IT/IS, innovation capability, management capability, process improvement capability, domain knowledge and expertise, brand name and publicity, as well as marketing plans. Value is created through asset acquisition, allocation, and utilization; business operation and process improvement; HR and knowledge management; IS development and application; technology, process and product innovation; and marketing plan implementation. Value indicators include return on asset (ROA), asset utilization measures, cash flow ratios, operating efficiency metrics, HR skill levels and
productivity ratios, return on IT/IS investments, IT/IS usability measures, innovation effectiveness metrics, marketing effectiveness measures, and profitability ratios.

**Product and service value:** Product and service values refer to specific features of the products and services that are developed and offered to customers to meet their needs and preferences. Competitive features include content and functions, price and supports, quality and warranty, as well as customization and personalization. Value is created when product and service features match customers’ needs and outperform that of the competitors, and consequently, activate the actual transaction and payment processes. Value indicators include function, price, quality and support levels, levels of customization and personalization, as well as level of customer satisfaction.

**Customer value:** Customer value is generally defined as the trade-off between benefits and sacrifices (usually costs) in a market exchange of products and services. From the business perspective, customer value refers to the benefits derived from attracting, developing, and retaining customers, as well as managing and utilizing customer relationships. Value indicators include number of registered customers, customer profitability (current profits and future profit potential), and customer shares.

Based on the identified value types and elements, suitable multi-criteria value models with proper design of weights, scaling and scoring methods can be developed and applied to measure or compare EB values of e-companies.

### 3.2 Value Management

The value based management process consists of value planning, value analysis, value design, value proposition, value creation, value delivery, and value control stages. In the value planning stage, value types and sources are identified and business objectives for value creation are determined. The value analysis step focuses on analyzing and estimating the possibilities of value creation, potential value and profitability levels, potential costs and benefits, as well as potential efforts and risks. In the value design stage, value objects related to products and services, supply chains, and marketing plans are designed. Also designed include the value associated development, implementation, and operation processes. The value proposition activities aim at proposing values to all parties of the markets, especially to strategic partners and customers to draw attentions and stimulate interests for conducting market exchange. In the value creation stage, value is created through the engagement of actual transactions such as purchasing products and services, and sharing information within the supply chain. The value delivery stage is a step for distributing created values to participants in the value exchange process. In the final value control stage, actual values are evaluated and compared with the estimated values, problems are diagnosed and all needed corrective actions in the previous stages are taken.

Associated management functions surrounding the VBM include market management, supply chain management, corporate management (comprising asset and financial management, human resources management, process management, marketing management, information management, and knowledge management, etc.), production and operating management, as well as customer relationship management.
4 Value Based e-Business Strategic Planning

The purpose of strategic planning in a company is to set goals and make strategic decisions to guide the development of action plans for gaining profit and leveraging capabilities. Six Internet-related principles of strategic positioning outlined by Porter [17] include sustained profitability, value proposition, distinctive value chain, trade-off, fit together, and continuity. By using the proposed e-business model framework and value settings as guidelines, a set of value-based strategies can be easily identified and the strategic planning process can be conducted and accomplished in a more systematic way. Five major value-based EB strategies to be planned include market strategy, supply chain/value chain strategy, organization strategy, product and service strategy, and customer strategy. The organization strategy can be further divided into a group of intra-organizational strategies including asset and financial management strategy, web site and IS development strategy, business operation strategy, marketing strategy, innovation and competition strategy, and profit strategy.

Market strategy: This is to clarify considerations, factors, and processes for market selection, segmentation, integration, and globalization, as well as to specify goals on market shares, economic scales, and market values. Also identified include market opportunities and risks, as well as trends of the market related industries.

Supply chain/value chain strategy: This is to indicate considerations for supply/value chain establishment, partner selection, and to outline processes for supply/value chain management and operation. Also considered include information and value sharing policies, and infrastructure and production integration processes.

Organization strategy: This is to plan the ways for better allocating asset and resources to leverage organizational capabilities, capture market opportunities, create competitive advantages, sustain business operations, and ultimately make profits. The associated intra-organizational sub-strategies are described below.

1. The asset and financial strategy focuses mainly on identifying sources and methods of capital acquisition, as well as on specifying directions and processes for asset allocation, management and control.

2. The web site and IS development strategy is to decide on the technology adoption policies, the budgeting, and the schedule for developing and providing functions and services on the web sites/application systems. Also to be specified is an EB infrastructure including system organization and operating environment, content and communication services, commerce and customer supports, etc.

3. The business operation strategy is to specify methods and processes for EB operations. Major considerations include transaction processes, billing and payment collecting methods, sales and distribution channels, business alliances and cooperation, costs and revenues management, as well as feedback control and conflict resolution.

4. The marketing strategy is to clearly direct marketing decisions and policies related to brand and reputation building, as well as products and services positioning, selling, pricing, advertising and promotion, delivering and channel integration.
Basically, a 4P mix strategy is included. Also to be specified includes an implementation plan of the marketing mix strategy.

(5) **The innovation and competition strategy** is to specify distinctive organization capabilities and competence needed to outperform the competitors, and the ways to generate competitive advantages through product, process, and technology innovations. SWOT (Strength, Weakness, Opportunity, Threat) analysis and Porter’s competitive forces model can be used to help illustrating the planning considerations.

(6) **The profit strategy** is to specify cost, revenue and profit sources and structures, as well as short-term, mid-term, and long-term plans to increase market and customer shares, generate more sources and volumes of revenues, maintain competitive advantages, as well as to ensure optimal profits and sustain high profitability.

**Product and service strategy:** This is to identify the key characteristics and features of products and services that match the market needs while proposing better values than competitors’ products and services. The strategy also specifies the processes of product and service development, and life cycle management.

**Customer strategy:** This is to specify approaches for customer clustering and classification, to enforce efforts on personalization, customization, and community services, as well as to capture the trend of customer relationship management.

Figure 2 shows a road map for the value based EB strategic planning in which all the above-mentioned strategies are included and arranged as a flow of considerations.

![Figure 2. A value based e-business strategic planning process.](image_url)

### 5 Conclusion

The EB related business model, value creation, and strategic planning issues are of growing importance in recent years. Although a few research efforts have addressed these issues separately, their results show that research in this area is still in its infancy stage, and an integrated framework for efficiently and effectively guiding the EB model construction, value creation, and strategic planning is still in strong desire. In this paper, we first present a conceptual framework of e-business models, and then identify types and sources of EB values, as well as describing a subsequent value-
based strategic planning process based on the integrated framework. As for business implications, the proposed integrated EB model framework provides guidelines for e-companies to better understand EB models and business values, and to efficiently and effectively plan and implement operable, measurable, and controllable value based EB strategies in hope of sustaining competitive advantages and profitability. Future research works will include: (1) developing detailed value metrics and an evaluation model to measure and compare business values of different e-companies, and (2) performing surveys, in-depth interviews, and case studies, to validate the proposed EB model framework as well as the value management and strategic planning processes.
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